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An efficient approach to compute the near-field distribution around and within a wind farm under plane wave excitation is
proposed. To make the problem computationally tractable, several simplifying assumptions are made based on the geometry
problem. By comparing the approximations against full-wave simulations at 500MHz, it is shown that the assumptions do not
introduce significant errors into the resulting near-field distribution. The near fields around a 3 × 3 wind farm are computed using
the developed methodology at 150MHz, 500MHz, and 3GHz. Both the multipath interference patterns and the forward shadows
are predicted by the proposed method.

1. Introduction

Due to the rapid development of wind energy around the
globe, the adverse effect of large wind turbines on radar
and communication systems is raising serious concerns [1–
7]. Both theoretical and experimental studies have been
conducted to assess the impact of wind turbines on various
systems including weather radar [1], air traffic control radar
[2], air defense radar [3, 4], and marine radar [5], as well
as radio communication and navigation systems [6, 7]. Two
types of electromagnetic phenomenology can give rise to
interference effects : radar clutter and electromagnetic trans-
mission interference. Wind turbine clutter arises from the
backscattered signal from the turbine structures and is of
concernmainly to radar systems. Due to the spinning turbine
blades, the resulting Doppler clutter can interfere with the
detection of moving targets such as weather and aircraft.
This topic has been well studied to date. For example, the
United States Air Force Research Laboratory collected in situ
measurement data of several utility class wind turbines in
Fenner, NY, USA and corroborated the measurements with
high-frequency ray-tracing simulation [8, 9]. The detailed
phenomenology of the backscattering from wind turbines is
fairly well understood.

The issue of electromagnetic transmission interference,
on the other hand, is more subtle and therefore more
difficult to assess. There exists a shadow region directly
behind a turbine structure where the scattered electromag-
netic field cancels destructively with the incident electromag-
netic field. Outside the shadow region, the scattered field
and incident field interfere due to their phase difference,
forming a multipath region characterized by a rapid spatial
oscillation pattern [10]. If a receiver in a communication
link is positioned sufficiently close to a wind turbine (or
a cluster of turbines), the receiver could experience signal
fades. Similarly for a radar system, if a target of interest
comes sufficiently close to a wind farm, the received radar
signal from the target will experience a two-way signal
transmission loss through the wind farm. The aforemen-
tioned effects are strongly dependent on the locations of
the transmitter and receiver with respect to the wind tur-
bine structure. Therefore, this issue also deserves careful
consideration.

Both theoretical and experimental works have been con-
ducted on the characterization of the transmission interfer-
ence problem. A simple, approximate geometrical blockage
estimate can be derived based on the Fresnel zone argument
[11]. This is the standard methodology used to estimate
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the shadowing effect due to wind turbine structures by the
United States Federal Aviation Administration obstruction
evaluation process [12, 13]. The radar cross section (RCS)
concept was applied to address the multipath interference
problem in [14] and to estimate the loss of radar detection
range in [15]. Full-wave analysis was used to analyze the
shadow due to a turbine tower under a pencil beam exci-
tation in [16]. Measurements of the shadow behind a wind
turbine were carried out in [17, 18]. The effect of an offshore
wind farm on radio communication and navigation systems
was measured in-situ in [6]. The wind farm transmission
interference problem has received less attention thus far
in comparison to the radar clutter issue. This may be due
to several reasons. From the measurement perspective, the
transmission problem involves a bistatic transmitter/receiver
configuration, which is logistically more difficult to carry
out. From the computational perspective, near-field simu-
lation around an entire wind farm poses a large compu-
tational burden. As a result, the interference effect of an
entire wind farm on signal transmission is not yet well
characterized.

In this paper, we set out to develop an efficient but approx-
imate electromagnetic approach to compute the received field
strength within and around a wind farm. Our approach
is based on several simplifying assumptions. First, the tur-
bine scattering is assumed to be dominated by the tower
structure of the turbine, while additional scattering from
the blades and nacelle structures are assumed to be of
secondary importance. Second, due to the large length-to-
cross section ratio of typical tower structures, the scattering
process is assumed to be predominately two-dimensional
(2D) in nature for an observer located close to the tur-
bine. Third, we assume that the scattered fields can be
predicted by using the far-field complex echo width (EW)
of the tower. Lastly, the individual turbines in a wind farm
are assumed to be excited under the incident excitation
while neglecting the interaction terms. This is also known
as the Born approximation. Using these assumptions, we
formulate an approximate predictionmethodology that leads
to a significant reduction in the computational complexity
of the problem and allows us to predict the shadow and
multipath interference within and around a large wind
farm.

This paper is organized as follows. In Section 2, we
establish the validity of the three assumptions that form the
basis of our prediction methodology. Full-wave simulation
based on the multilevel fast multipole method (MLFMM)
in the commercial electromagnetic package FEKO [19] is
used to check the validity of the assumptions. In Section 3,
we apply our prediction approach to two or more tur-
bines by ignoring the interturbine interactions. It is again
shown by comparison with full-wave simulation that such
approach leads to a reasonable approximation barring any
occlusion effects among the turbines. Results for a three-
by-three farm are then shown, and the behavior of the
fields as a function of frequency is investigated. The savings
in computation time are also summarized and discussed
in Section 3. Discussions and conclusions are given in
Section 4.

×OB

Figure 1: Illustration of the problem statement.

2. EM Simulation Methodology:
Single-Turbine Case

Theproblemof interest is illustrated in Figure 1.The transmit-
ter is assumed to be located far away, so that the incident field
is a plane wave.The field at an arbitrary observation point OB
in close proximity of the wind farm is desired. Of particular
interest to us is the case where both the transmitter and the
receiver are located along the same horizontal plane, as our
research is motivated by the impact on marine radar and
communication systems from offshore wind farms.Themore
general configuration of arbitrary transmitter and receiver
elevation angles, although interesting, is outside the scope of
the present work. Clearly, a full-wave solution to this problem
at frequencies above 1GHz is computationally too exhaustive
to carry out even using MLFMM, which already requires
much less memory and time than the traditional method
of moments (MoM). Here, we describe several simplifying
approximations to arrive at the desired field distribution for a
single turbine. In the next section, the Born approximation
will be further applied to deal with multiple turbines that
comprise a farm.

2.1. Geometry Simplification. While a turbine consists of
multiple components including the tower, the blades, and
the nacelle, it is believed that the tower gives rise to the
strongest scattering and shadowing effects. Angulo et al.
simulated the RCS of individual components of a turbine
using physical optics (PO) and showed that the tower gives
the strongest contribution [20]. To test the validity of this
assumption under a near-field observation, we first simulate
a single turbine at 500MHz and compute the electric field
distribution around the structure.The turbinemodel consists
of a long cone-shaped tower, a rectangular-shaped nacelle,
and turbine blades which are modeled by thin plates. The
tower is 64.5m tall with a 3.8m bottom diameter and 2.8m
top diameter. The nacelle is 15m long and has a 3m × 3m
cross section.The three turbine blades are modeled as 34.3m
long and 3m wide plates with a 15∘ pitch angle with respect
to the rotation plane. All three components are assumed to be
perfect conductors for simplicity, although differentmaterials
could be modeled without too much additional effort by
using an impedance boundary condition approximation.
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The turbine is excited with a plane wave at zero elevation and
30∘ with respect to hub-on incidence in azimuth.The incident
wave is vertically polarized with an electric field strength
of 1 V/m. The full-wave simulation is carried out using the
MLFMM solver in FEKO. The resulting total electric field in
the vertical polarization is plotted at a height of 𝑧 = 34.25m
with a sampling interval of 5m in the 𝑥𝑦 plane in Figure 2(a).
The turbine is located at 𝑥 = 𝑦 = 0. The field strength is
plotted in dB with respect to 1 V/m, and the dynamic range is
10 dB.A shadow region behind the turbine is clearly observed.
The shadow is the darkest immediately behind the turbine
but gradually disappears as the distance increases. Outside
the shadow region, rapidly oscillating interference patterns
are observed. It should be noted that the sampling interval
of 5m does not fully capture the fine oscillation of the field
pattern at 500MHz.

To test the modeling fidelity required of the turbine
structure, we simulate only the cone-shaped tower using
MLFMM and plot the near-field distribution in Figure 2(b).
Comparing Figure 2(b) to Figure 2(a), it is noted that the
main difference is in the region at the bottom of the figures.
In addition, the shadow region in Figure 2(a) has more
fluctuation as compared to that in Figure 2(b), which may
be due to the contribution from the nacelle on the top of
the tower. To provide a more quantitative measure, the error
between the two plots is computed. We define the percentage
RMS error as

% of RMS error = √
∑pixels
𝐼1 − 𝐼0


2

∑pixels
𝐼0


2

× 100%, (1)

where 𝐼
0
and 𝐼
1
are, respectively, the field magnitude of each

pixel in the two figures on a linear scale. The RMS error
between Figures 2(a) and 2(b) is 3.34%. This result confirms
that most of the near-field oscillations and the forward
shadow region are contributed by the tower structure.

Next, we simulate the total field around a 64.5m tall
perfect conducting cylinder with the mean diameter of the
cone-shaped tower, 3.3m, at 500MHz using FEKO.The field
in the same observation plane is computed and plotted in
Figure 3(a). Comparing Figure 3(a) to 2(b), it is observed
that the two figures bear the same interference patterns
across most of the regions of the plot. The main difference
is again in the backscattering region.The RMS error between
Figure 2(b) and Figure 3(a) is 3.42%.This result indicates that
the cone-shaped tower can be modeled by a finite cylinder
with an acceptable error. Lastly, the RMS error between
Figures 2(a) and 3(a) is 4.35%. Therefore, the features of the
turbine scattering can be mostly captured by that from a
simplified tower alone.

2.2. 2D Modeling. Since a simple cylinder can model the
tower structure with acceptable error and since the cylinder
is very long compared to its cross section, we next investigate
the use of a 2D simulation to model the same problem.
This amounts to using an infinitely long cylinder to model
the finite one, neglecting the effect of the end truncation,
and in the process turning the problem into a 2D one. To

carry out the 2D simulation in FEKO, we use a short (a
half wavelength in height) cylinder with a 3.3m diameter
bounded by periodic boundary conditions (PBCs) on the top
and the bottom. The full-wave simulation is done using the
MoM solver. This setup is equivalent to an infinitely long
cylinder excited by a plane wave. The observation plane is
at the center of the short cylinder, and the result is plotted
in Figure 3(b). The interference pattern and strength are
almost identical to those of the 3D finite cylinder. The only
noticeable difference is that the shadow gradually fills out
without the fluctuation observed in Figure 3(a), which is
due to the two ends of the finite cylinder. The RMS error
between the 3D full model MLFMM simulation and the 2D
simulation (i.e., Figures 2(a) and 3(b)) is 4.38%. The RMS
error between the 3D finite cylinder simulation and the 2D
simulation (Figures 3(a) and 3(b)) is only 0.09%. The 2D
approach dramatically reduces the number of unknowns and
accelerates the simulation time. Detailed simulation time
savings will be reported later in Section 3.

The previouslymentioned approximation is valid because
the finite cylinder is very long compared to its cross section,
and we only observe the field at a very close distance. To see
themaximum range for the validity of the 2D approximation,
the following investigation is carried out. We study the
radiation from a uniform, finite line current of length 64.5m.
The result from numerical integration is shown as the solid
blue curve in Figure 4.The figure is plotted on a log-log scale,
and the curve shows a very clear break in slope at about
7000m. The break in slope suggests that the field changes
from a 2D (1/√𝑟) decay to a 3D (1/𝑟) decay. Also plotted in
the dotted red line is the field due to an infinitely long line
current [21]:

𝐸
𝑧
= −𝐼
𝛽
2

4𝜔𝜀
𝐻
(2)

0

(𝛽𝑟)
𝛽𝑟≫0.25

≈ −𝜂𝐼√
2𝑗

𝜋𝛽𝑟
𝑒
−𝑗𝛽𝑟

, (2)

where 𝐼 is the current strength, 𝛽 is the free space wave
number, 𝜔 is the angular frequency, 𝜀 is the permittivity of
free space,𝐻(2)

0

is theHankel function of the second kindwith
order zero, 𝑟 is the observation distance, and 𝜂 is the wave
impedance of free space. It is seen that the field from the finite
line current tracks this line quite well until the break in slope
occurs. This implies that the 2D scattering model is a valid
approximation for the field of a finite line current within a
certain observation distance. Plotted in the dashed black line
is the far field due to an infinitesimal-length point current
given by

𝐸
𝐹𝐹

𝜃

= −
𝑗𝛽𝜂

4𝜋𝑟
𝐼𝑙𝑒
−𝑗𝛽𝑟 sin 𝜃, (3)

where 𝐼 is the current strength, 𝑙 is the length of the current,
and 𝜃 is the angle between the position vector of the observer
and the direction of the current. In Figure 4, 𝜃 is set to 90∘. It
is seen that the field of a finite-length current tracks this line
after the break in slope. The distance at which the break in
slope occurs can therefore be determined by equating (2) and
(3) and solving for 𝑟.The result is 𝑙2/𝜆 (or 6,939m for the case
under consideration). Note that this expression is different
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(a) 3D turbine model
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(b) 3D finite tower

Figure 2: Results of the single-turbine simulation at 500MHz. (a) Near-field distribution around a 3D turbine model including the tower,
nacelle, and blades. (b) Near-field distribution around the cone-shaped tower.
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(a) 3D finite cylinder
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(b) infinite 2D cylinder

Figure 3: Results of the single-turbine simulation at 500MHz. (a) Near-field distribution around a 3D finite cylinder. (b) Near-field
distribution around an infinite 2D cylinder.

by a factor of two from the standard far-field criterion,
2𝑙
2

/𝜆, which is derived based on a phase consideration. As
long as the region of interest is within 𝑙2/𝜆 of the turbine,
the 2D scattering model should be fairly accurate. Another
observation we can make from Figure 4 is that the field
predicted by the 3D far-field approximation is higher than
the field computed by the exact numerical integral at close

range. This implies that the scattered field estimated using
the RCS, which is defined based on the far field, will be too
high when the observation position is close to the structure.
Van Lil et al. observed this effect and proposed the use of an
equivalent height instead of the physical height of the tower
when computing the scattered field in the near zone [22, 23].
Since their proposed equivalent size is distance dependent, it
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Figure 4: Electric field strength versus distance from a finite 64.5m
line current at 500MHz.Thefield strengths of an infinite line current
and an infinitesimal point current are overlaid, respectively, in red
dotted and black dashed lines for comparison.
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Figure 5: Near-field distribution around a 3D finite cylinder in the
vertical cut plane along the incident field direction computed using
MLFMM. The field inside the shadow region is relatively uniform
for different observation heights.

in effect converts the decay of the scattered field from (1/𝑟) to
(1/√𝑟).

So far, the observation height has been restricted at
the middle of the tower. Next, we simulate the same 3D
finite cylinder using MLFMM and observe the near-field
distribution in the vertical cut plane along the incident field
direction. The result is shown in Figure 5. Strong shadow
boundaries are observed at the bottom and the top edges of
the cylinder. This agrees with the optical shadow intuition.
More importantly, the field strength is relatively uniform
at different observation heights. For example, the RMS
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Figure 6: Magnitude plot of the complex echo width (EW) of an
infinite 2D cylinder.

difference between the horizontal cut at a height of 33.3m
(Figure 3(a)) and 48.4m (not shown) is only 1.39%. This
result indicates that the 2D scattering model can be used to
approximate the horizontal cut at various observation heights
as long as the observation height stays sufficiently away from
the top and the bottom ends of the cylinder.

2.3. Complex Echo Width Approximation. As discussed
previously, the near field of a turbine can be readily modeled
by a 2D cylinder. However, computing the near field at many
sampling points at 1 GHz and above is still computationally
demanded since the computation time scales as the product
of the number of observation positions and the number of
current basis functions. To further reduce the computation
time for the near field, we use the 2D far-field approximation
to compute the 2D scattered field. Shown in Figure 6 is the
magnitude of the 2D bistatic EW of a 2D circular cylinder
with a 3.3m diameter simulated via FEKO. The incident
azimuth angle is 0∘. Although only the magnitude is plotted
in Figure 6, the phase front information on the scattered far
field is also stored as the phase of the echo width. We then
compute the total field by adding the incident plane wave to
the scattered field, which is constructed by the complex EW
with the proper space decay and phasing as follows:

𝐸
𝑠

= 𝐸
𝑖
𝑒
−𝑗𝑘𝑟

√2𝜋𝑟

√EW 𝑒𝑗[phase(EW)]. (4)

This approach is similar to that used earlier in [24] for
simulating human radar returns. However, a well-defined
phase center is assumed for each target part in [24], while
no such assumption is needed in the approach presented
here. Since the phase of the EW can be regarded as the
phase compensation relative to a geometrical reference point,
this approach works for all observation directions, including
the forward direction. The resulting near-field distribution
computed using this approach is shown in Figure 7(b).
The same region in Figure 3(b) is copied to Figure 7(a) for
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Figure 7: Computed near-field distribution around an infinite 2D cylinder at 500MHz. (a) Exact numerical integration. (b) Complex echo
width (EW) approximation. (c) Fresnel approximation.

comparison. The two results agree well, and the RMS error
between the brute-force near-field calculation in Figure 7(a)
and the complex EW approximation in Figure 7(b) is 1.36%.
Noted that the complex EW approximation requires the
distance to be farther than 2𝐷2/𝜆, where 𝐷 is the cylinder
diameter. In this case, that distance is 36.5m, which is quite
close to the structure.

For comparison, we also compute the forward shadow
using the Fresnel zone blockage formula described in [11–
13]. The attenuation of the incident field at a position directly
behind the turbine is estimated by 1𝐷/𝐹

1
in linear scale,

where 𝐷 is the diameter of the cylinder and 𝐹
1
is the first

Fresnel zone radius, which is given by

𝐹
1
= √
𝜆𝑑
1
𝑑
2

𝑑
1
+ 𝑑
2

, (5)

where 𝜆 is the operating wavelength, 𝑑
1
is the distance from

the transmitter to the cylinder, and 𝑑
2
is the distance from the

cylinder to the observation position. To extend the previously
mentioned formula for an arbitrary position, we solve the
geometry problem to find the width of the turbine protruding
into the first Fresnel zone, and the protrusion width is used
as the diameter 𝐷 in the blockage formula. It should be
noted that the previously mentioned blockage formula will
give erratic results when the observation distance is very
close since the Fresnel radius can become smaller than the
diameter. We use a zero total field when such situation
happens. The Fresnel shadow is presented in Figure 7(c). It is
observed that the shadowwidth is properly predicted, but the
shadow is too dark. Also, this approach cannot be extended
to predict the interference pattern outside the shadow region.
The RMS error between Figures 7(a) and 7(c) is 8.24%.

3. Multiturbine Results under the Born
Approximation and Computation Time

In the previous section, we established an approximate
approach to efficiently compute the field distribution near
a single-turbine structure. To extend the approach to a
wind farm consisting of tens or hundreds of turbines, we
apply the Born approximation and assume each turbine is
fully illuminated by the incident field. This approximation
is expected to be the least accurate when the turbines are
lined up, so that one turbine casts a shadow over subsequent
turbines. However, this scenario exists only at very few
incident angles, considering the slenderness of the turbine
structure and the large spacing between turbines found in
offshore wind farms (600m–1000m).

To test whether the Born approximation is reasonable,
two 64.5m long, finite cylinders, each with a 3.3m diameter,
and spaced 600m apart, are simulated rigorously using
FEKO’s MLFMM solver at 500MHz. The near-field result
is plotted in Figure 8(a). The Born approximation in con-
junction with the 2D modeling and the complex echo width
approximation discussed in the last section are applied to
generate the result plotted in Figure 8(b). It is seen that
both the shadow region and the interference pattern agree
quite well with those in Figure 8(a). The RMS error between
Figures 8(a) and 8(b) is 3.89%.

Based on the proposed methodology, the near field
around a 3 × 3 wind farm with a 600m spacing between
turbines is computed at 150MHz, 500MHz, and 3GHz. We
use a 2D cylinder to model each turbine, the complex echo
width to compute its near field, and the Born approximation
to account for multiple turbines. The results are shown in
Figures 9, 10, and 11, respectively. At 150MHz, it can be
observed that dark shadow occurs only when the observation
position is within 100m of the back of the turbine with
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(a) Two finite cylinders
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(b) Born approx. + complex EW approx

Figure 8: (a) Near-field distribution around two finite 3D cylinders at 500MHz computed using the full-wave solver. (b) Near-field
distribution around two infinite cylinders generated using the complex EW and the Born approximations.
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Figure 9: Near-field distribution around a 3 × 3 wind farm at
150MHz.

respect to the incident direction. The field strength in the
shadow region as we move farther away from the turbine
becomes almost the same as the field strength outside the
shadow region. As the frequency is increased to 500MHz,
the shadow becomes darker and extends farther in range.The
interference pattern also changes more rapidly as a function
of position due to the decrease in wavelength. Figure 11 shows
the near-field distribution at 3GHz. It shows a dark and
narrow shadow region extending beyond 2 km behind each
turbine. This follows the expected trend since the shadow
should eventually approach the geometry optics limit in the
very high-frequency limit.Themultipath interference pattern
also becomes even more rapidly changing as a function of
position.
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Figure 10: Near-field distribution around a 3 × 3 wind farm at
500MHz.

Finally, we discuss the computation time savings from the
proposed methodology. The computation time to generate
Figures 3(a), 3(b), and 7(b) is summarized in Table 1. All
simulations are done on a desktop computer with an Intel
Core i7-2600 CPU and 32GB of memory. It is noted that
the MLFMM utilizes an iterative solver; thus the number
of iterations is also included for reference. Comparing the
statistics for Figures 3(a) and 3(b), the 2Dmodel reduces the
solver time for the induced current by a factor of 779 and
reduces the time for the near-field computation by a factor of
10. The overall saving is about a factor of 12. Comparing the
statistics for Figures 3(b) and 7(b), the complex EW approach
further reduces the time for the near-field computation to
a negligible amount. Table 2 summarizes the computation
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Table 1: Computation time summary for Figures 3(a), 3(b), and 7(b).

3D finite cylinder −MLFMM 2D cylinder −MoM + PBC 2D cylinder + complex EW
Matrix elements 276 sec 81 sec 81 sec
Precondition 171 sec 0.063 sec 0.063 sec
Solving 779 sec (79 iterations) 1 sec 1 sec
Near field 692 sec 67 sec 0.027 sec
Total time 31min 2.5min 1.4min

Table 2: Computation time summary for Figures 8(a) and 8(b).

Two 3D finite
cylinders −MLFMM

Two cylinders −
complex EW + Born

Matrix elements 1588 sec 81 sec
Precondition 185 sec 0.063 sec

Solving 5905 sec (100
iterations) 1 sec

Near field 17466 sec 0.132 sec
Total time 7 hrs 1.4min
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Figure 11: Near-field distribution around a 3× 3wind farm at 3GHz.

time for the two-turbine case shown in Figures 8(a) and
8(b). Comparing the computation time of Figure 8(a) to
3(a), which are both computed using MLFMM, it is noted
that the solver time and the near-field computation time are
both increased significantly. Lastly, as seen by the time for
Figure 8(b), the complex echo width approach reduces the
near-field computation time in the two-turbine case from
17466 sec to a negligible amount. Overall, there is a time
saving of a factor of 300 between the brute-force approach
in Figure 8(a) and the proposed method in Figure 8(b). Such
dramatic reduction in computation time means that this
method could be quite useful to generate large amounts of
data for radio frequency interference assessment.

4. Conclusions

In this paper, we have studied the near-field distribution
around and within a wind farm under plane wave inci-
dence. To make the problem computationally tractable, the
following four assumptions were made. First, we assumed
that the electromagnetic scattering is dominated by the
tower structure and that the effect of the nacelle and blades
is of secondary importance. Second, we assumed that the
scattering from the tower can be regarded as a 2D problem
when the observation distance is sufficiently close. Third,
the 2D echo width concept was further applied to simplify
the near-field computation. Lastly, we assumed that the
interactions between turbines can be neglected and that
the Born approximation can be applied when considering a
whole wind farm. It was shown through a series of numerical
tests that these assumptions can bemadewithout introducing
significant errors into the resulting near-field distribution.
The near-field distributions of a 3 × 3 wind farm were
then generated using the proposed methodology at different
frequencies. The results showed the spatial extent and depth
of the shadows behind the turbine towers as well as the
multipath interference between the scattered and incident
fields.

It should be noted that the plane wave incidence con-
sidered in this paper does not include any phase variations
across the scatterers or any realistic decay as a function
of distance from the transmitter. Thus, the distance from
the transmitter to the wind farm must be sufficiently large
to ensure the validity of this assumption. An appropriate
modeling methodology for the close-in transmitter case is
still needed. It is also important to mention that, while we are
initially motivated by offshore wind farms and their impacts
on marine radar/communication systems, where both the
transmitter and receiver are located along the same plane,
changing the elevation angle of the incident field will also
be a very interesting study. However, additional formulation
will be needed to account for such scenarios. Lastly, when
the turbines on a farm are lined up with respect to the
incident direction, the Born approximationmust bemodified
to account for the mutual occlusion among the turbines.
These will be topics of further study.
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