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Analyzing Precautionary Regulation: Do Precaution,
Science, and Innovation Go Together?

Oliver Todt∗ and José Luis Luján

In this article we argue that the precautionary principle, as applied to the regulation of science
and technology, cannot be considered in any general manner inconsistent with the norms and
methods of scientific knowledge generation and justification. Moreover, it does not necessar-
ily curtail scientific-technological innovation. Our argument flows from a differentiated view
of what precaution in regulation means. We first characterize several of the most relevant
interpretations given to the precautionary principle in academic debate and regulatory prac-
tice. We then use examples of actual precaution-based regulation to show that, even though
science can have varying functions in different circumstances and frames, all of those interpre-
tations recur to scientific method and knowledge, and tend to imply innovation in methods,
products, and processes. In fact, the interplay of regulation and innovation in precautionary
policy, at least in the case of the interpretations of precaution that our analysis takes into
account, could be understood as a way of reconciling the two fundamental science and tech-
nology policy functions of promotion and control.
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1. INTRODUCTION: THE DEBATE ABOUT
PRECAUTIONARY REGULATION,
SCIENCE, AND INNOVATION

In the ongoing debate about the place of the pre-
cautionary principle in regulatory decision making it
has repeatedly been stated that precautionary regu-
lation tends to marginalize science in decisions and
stifle scientific-technological innovation. In this arti-
cle, we argue that precautionary regulation cannot be
considered by its own nature opposed to scientific-
technological development, or inconsistent with the
processes and norms of scientific knowledge genera-
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tion. We concede the possibility that some applica-
tions of precaution may imply a disaccord with sci-
entific analysis or block particular innovations. We
claim, however, that several of the most relevant in-
terpretations of the precautionary principle, in aca-
demic debate as well as regulatory practice, not only
recur to scientific method and knowledge but may
even prompt their improvement. By the same token,
they imply innovation in technology, products, and
processes.

Even though authors differentiate in a very gen-
eral manner between “strong” and “weak” varieties
of the precautionary principle,(1,2) the critics of its ap-
plication to regulation rarely recur to detailed anal-
yses of the specific aspects that tell apart different
types of precaution, such as the epistemic features
of scientific knowledge, or the origin and nature of
scientific uncertainty. However, we argue that those
aspects are critically relevant to the question of what
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science and innovation mean in precautionary regu-
lation.1 Detailing the diversity of conceptualizations
of precaution and specifying in which ways they di-
verge from one another seems a necessary exercise in
order to be able to analyze the role of science for pre-
caution, as well as the possible implications of pre-
caution for innovation.

Thus, in this article we want to show that the
general argument that precaution is inconsistent with
sound science and curbs innovation is difficult to sus-
tain if we take such a differentiated and close-up
look at the precautionary principle and its varying
understandings. To this end, we start out by speci-
fying three different interpretations that cover a rel-
evant part of the diverseness of conceptualizations of
precaution to be found in legislation, regulatory de-
cision making, and the academic literature. We then
identify the particular role of scientific method and
knowledge in each of them. Finally, we highlight, one
by one, the potential for innovation offered by these
alternative interpretations of precaution. In support
of our argument we use examples from current pre-
cautionary regulation.

We would like to emphasize that the argument
we present here is not intended as a defense of
the precautionary principle itself. Likewise, we do
not mean to espouse any particular interpretation
of precaution. We merely argue that if we analyze
the different conceptualizations of science that un-
derpin the precautionary principle, we conclude that
this principle cannot be understood as inexorably
marginalizing the role of scientific knowledge.(3)

To the contrary, the application of precaution—at
least in the versions of the principle considered in
this article—clearly rests on science, which plays a
varying but always crucial role. The precautionary
principle does not emerge in some general or nec-
essary way as “literally paralyzing”(4:104) scientific-
technological innovation, or as a “threat”(5:3) to it.
As we will show, the interpretations of precaution we

1In fact, an important part of the critique of the precautionary
principle by and large hinges on the underlying notion that there
is only one single type of “science.” This, however, is not at all
clear. Work in the history, philosophy, and sociology of science
shows that a diversity of activities, procedures, methods, and out-
comes are commonly subsumed under the term “science.” The
same goes for the concept of innovation. While many a critic of
precaution understands the concept of innovation basically from
the point of view of the development of new technological prod-
ucts, there certainly are other kinds of innovation, from organiza-
tional change to methodological progress, as well as varying ways
of generating such innovation.

contemplate here do imply innovation, of varying de-
grees and types.

We do not question that precaution introduces
elements into regulatory decision making that may
be foreign to the precepts of standard academic
science, or that it may alter, even drastically, the
course of scientific-technological innovation, or in
particular cases negatively affect specific fields or
technologies. What we dispute is the general-
ized assumption that with precautionary regulation
scientific-technological innovation will falter, or that
scientific method and knowledge simply cease to play
any relevant or constructive role in regulatory deci-
sion making.

2. THE PRECAUTIONARY PRINCIPLE IN
REGULATORY DECISION MAKING

The basic idea underlying the precautionary
principle is that development of a technology has
to be regulated whenever there are reasonable
indications of possible important (highly damag-
ing, irreversible, systemic, etc.) impacts on human
health and the environment, even in the face of
inconclusive data, lacunae in scientific knowledge,
and doubts about the respective cause-and-effect
relationships.(6–8) Contrary to standard risk manage-
ment, precaution means a decision to proceed with
regulation even though conclusive scientific evidence
is currently not available and may not become avail-
able in the future.(9)

Starting in the 1980s, the precautionary principle
gained increasing relevance in policy making, partic-
ularly in the European Union (EU), but also on the
international level.(8,10,11) In the EU there currently
are a number of science- and technology-related pro-
cesses and products that are subject to precautionary
regulation, or to regulation that includes—explicitly
or implicitly—some elements of precaution. Exam-
ples include biotechnology, chemical products, water
management, protected areas, and food safety.

Contrary to hopes that implementing precaution
in public policy would reduce controversy, neither
has precautionary regulation led to closure of pub-
lic debate about technology nor does it seem to have
significantly improved trust in regulators or regula-
tory processes.(12–14) Rather, precaution has turned
into a topic of public discourse. It has become part
of a wider social debate in contemporary society
over the process and freedom of innovation, and
the legitimacy of the intervention of public policy in
scientific-technological development. Such debates
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often appear to be focused on particular technolo-
gies. However, more often than not they turn on
more fundamental questions of control or gover-
nance of science and technology.(15–17)

One of the key reasons underlying these ongoing
debates is that there does not exist a universal, clear-
cut definition of the precautionary principle. Like-
wise, the conditions or frames for its implementation,
scope, or operation are not at all clear.(7,18–21) Differ-
ent analysts or stakeholders may operate with con-
flicting interpretations of what precaution means in
the policy context.(22) In fact, in practice we are not
faced with one single principle but rather with multi-
ple “precautionary principles.”

Arguably, it is precisely this lack of definition
and of clear implementation guidelines that has con-
tributed to making the debate more intractable. For
one, lack of specificity facilitates criticism. Absence
of a clear definition has led to difficulties in practical
implementation, and has not helped the principle’s
acceptance among many stakeholders.2

To sum up, since precaution means different
things to different social actors, debate is inevitable,
mostly because the principle is just that: a general le-
gal and regulatory principle, and not a concrete pro-
cedure, action plan, or application scheme.

3. CONTROVERSY ABOUT PRECAUTION

Many advocates of precautionary regulation,
regardless of their precise interpretation of the
concept, argue in one way or the other that it stim-
ulates innovation.(24) One of their most prominent
arguments is that applying precaution to technol-
ogy development will reduce uncertainty about the
latter’s implications, which in turn facilitates deci-
sion making. In other words, the underlying idea is
to actively direct technological development toward
solutions that imply (or seem to imply) fewer un-
certainties with respect to their possible health and
environmental consequences, thereby fostering tech-
nological and organizational innovation.

The usefulness of precautionary regulation has
been questioned by a number of critics,(4,25–29) partic-
ularly on the basis of the notions that precautionary
regulation limits the freedom of innovation, weakens
the standards for the generation of decision-relevant
scientific data, and even dissolves the boundary be-

2Some authors, in fact, consider the clarification of the precaution-
ary principle a particularly urgent problem of regulation and en-
vironmental policy making.(23)

tween scientific knowledge generation and decision
making.3 Such critique weighs more heavily since,
as we have seen, there does not exist a unanimous
interpretation of what “precaution” and the “pre-
cautionary principle” really mean in the regulatory
context.(2,31,32)

An important critique of precaution concerns
the place and function of scientific knowledge in
risk regulation.(4,33) A typical argument is that reg-
ulation based on the precautionary principle turns
into an alternative to risk analysis because regula-
tory decisions would be taken without recourse to
(quantitative) scientific data, or at most be confined
to qualitative methods alone. And, as far as pre-
cautionary decisions are understood to recur to sci-
entific data, those data would not conform to the
standards of sound science for having been gener-
ated through the methods of a specific “precaution-
ary science.”(34) The critics point out that the use
of nonstandard scientific methodology (short-term
tests, etc.(35)) in precautionary science may imply a
discouragement of standard (academic) methods of
scientific process (like bioassays or other methods
of data gathering in a controlled laboratory environ-
ment, or—alternatively—standard epidemiological
or similar methodologies). Sunstein(25) particularly
rejects the use of “precautionary” scientific method-
ologies aimed at minimizing false negatives—in con-
trast to the methods of standard academic science
that are concerned with avoiding false positives—
with the argument that both errors of type I and type
II can produce serious social consequences.4 This
idea is in line with Wildavsky’s argument that both
regulating as well as not regulating creates risks.(36)

Graham, points out that precautionary regulation
tends to divert precious regulatory resources toward
“speculative hazards,”(5:1) that is, away from scientif-
ically well-fundamented and documented problems
that can be subjected to regulation on the basis of suf-
ficiently justified (as well as quantitative) evidence.

Thus, the critique concerns as much process as
outcomes (for instance, the opportunity costs of new

3The distinction between knowledge generation and decision mak-
ing, in the form of the strict separation of risk assessment from
risk management, is considered fundamental to classical risk
analysis.(30)

4As a methodological alternative to precautionary regulation,
Sunstein argues for the use of quantitative cost-benefit analysis
throughout risk regulation. According to the author, systematic
quantification of risks and benefits would increment the role of
scientific knowledge in risk analysis and allow for economically
efficient regulatory decisions.
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products that for precautionary reasons are withheld
from market release). Critics also tend to consider
that any proposed precautionary approach would
have to provide justification as to how it differs
from standard, academic scientific process, as well as
the supposed advantages it offers. Introducing pre-
cautionary procedures as an alternative to standard
methods of risk assessment and management without
sufficient rational justification would be tantamount
to arbitrariness.(28)

A different, prominent line of critique of the
precautionary principle points to its implications
for technological innovation.(4,5,25,26,33) Precaution-
ary regulation is understood to slow down innova-
tion by raising development costs and distorting the
market. It is contrary to economic efficiency and
curtails the freedom of innovation. As we have al-
ready seen, Sunstein(4,25) considers that regulation
based on the precautionary principle cripples tech-
nological development. In the same line of thought,
Wildavsky(26:30) points out that taking precaution to
an extreme would literally make impossible even the
tiniest innovation because of the possibility of ad-
verse effects.

In other words, the claim is that precau-
tionary regulation will constrain or severely cur-
tail scientific-technological innovation and progress.
What these authors propose instead is that scientific-
technological development be allowed to play out
even if it entails certain problems that will have to
be resolved after the fact. On this view, innovation
necessarily relies on trial and error. This allows for
useful developments to be identified, while in the
process eliminating others. In a similar way, any un-
desired side-effects of otherwise beneficial technolo-
gies would be dealt with on the basis of quantitative
and reasonably well-founded data. That is, regula-
tion based on standard academic science helps make
this process of trial-and-error more efficient by inter-
vening once unwanted effects have been scientifically
demonstrated.(5)

Precaution, in contrast, curtails trial and error.
In fact, it implies technological development with-
out the possibility of learning from error because
such error in principle could not occur in the first
place.(26) Neither could the potential of new technol-
ogy be clearly circumscribed in practice, nor its pos-
sible undesired effects be positively ascertained. In
other words, not only would we never know what
real benefits the new technology might bring. We
would also never know if the possible negative ef-
fects really exist, if they can be resolved or mini-

mized efficiently, or if they may turn out to be ac-
ceptable given the overwhelming benefits derived
from the technology in question. After all, the his-
tory of science and technology shows that most tech-
nologies can be adapted to new social demands, and
be modified in ways that make them more efficient,
as well as reduce their environmental impact or ef-
fects on human health. “Safety comes from use,”
in the words of Wildavsky.(26:35) Precautionary reg-
ulation would simply truncate such processes. Reg-
ulators would impose certain “acceptable” ways of
development while blocking others, without real-
world knowledge of the (positive and negative) ef-
fects in either case.(33:15) Precaution as a regulatory
guideline thus is seen to sideline or circumvent sci-
ence in decision making: decisions—instead of being
based on standard scientific knowledge—are taken
on the ground of the (extra-scientific) precaution-
ary principle, as would be the case when regulators
impose one technology over another without real-
world knowledge of its future effects. Critics consider
that as a result precaution blurs the separation be-
tween risk assessment (scientific knowledge genera-
tion) and risk management (decision making based
on such knowledge, as well as societal values and
objectives).

In sum, freedom of innovation is curtailed, hin-
dering the development of new technology, while sci-
ence is marginalized in decision processes or even
excluded from them. Entrepreneurs are not at lib-
erty to proceed with innovation trajectories that may
maximize social, economic, or other benefits (even if
negative side-effects could not be ruled out). Some
authors(37) even consider that guaranteeing freedom
of innovation is tantamount to promoting health and
environmental protection because curtailing innova-
tion reduces wealth, which in turn increases risks for
public health. In other words, costs incurred due to
excessive regulation cost human lives.

We will now attempt to better specify what pre-
cautionary regulation is, and what its implications
for innovation and science are, by recurring to a
classification of different interpretations of the prin-
ciple. This classification will then serve as a basis
for analyzing the arguments against precautionary
regulation.

4. DIFFERENT KINDS OF “PRECAUTION”

The critique of precautionary regulation makes
recourse to a variety of arguments. As we have al-
ready stated, a discerning analysis of those arguments
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makes necessary a clarification of the different un-
derstandings of precaution, as well as a specification
of their characteristics and differentiating elements
in relation to science and innovation. Therefore, in
order to systematically analyze the debate, we pro-
pose to identify and specify in detail several key in-
terpretations of precaution held by relevant social
actors. As we will see, such concrete interpretations
of precaution are directly linked to the understand-
ing of uncertainty, the role of science in decision
making, and the epistemic characteristics of scientific
knowledge.

For our analysis, we recur to a systematization
of alternative interpretations of precaution adapted
from Luján and Todt.(38,39) This classification ex-
plicitly links different conceptualizations of the pre-
cautionary principle to particular understandings of
scientific knowledge and method, as well as their
functions in regulatory decision making. For this rea-
son, it is useful for our present purpose. The tax-
onomy was developed from an analysis of academic
debate and regulatory practice by means of a study
of the specialized literature about the precautionary
principle, including legislation and regulatory doc-
uments, analyses of precautionary regulation from
several academic fields (risk studies, sociology, phi-
losophy of science, etc.), as well as regulatory case
studies.

The analysis presented in this article relies on
interpretations of the precautionary principle
specifically in relation to scientific knowledge and
technological development. Therefore, other dif-
ferentiations that can be found in the literature,
particularly between “weak” and “strong” types of
precaution,(1,2,33) are, as stated before, not consid-
ered adequate for our purpose.5 They represent
essentially a gradation of more or less precautionary
decision making and either do not make explicit
reference to the questions of science and innovation,
or can be subsumed under the more extensive,
three-level classification we have chosen to apply
here.

In the following we present the three differ-
ent understandings of precaution and precautionary
regulation.6

5We are interested here in the varying interpretations given to
the precautionary principle by regulators, academics, and institu-
tions. We therefore exclude from consideration the ongoing de-
bate about its nature, for instance, if it expresses rules of choice,
procedural requirements, or epistemic principles.

6As we have already stated in the Section 1, the three interpre-
tations of precaution we will be using for our analysis are not

4.1. Precaution Based on Standard
Academic Science

On this interpretation, the precautionary prin-
ciple is understood as one alternative form of risk
management. Precaution is judged relevant in cases
in which scientific knowledge about risks and im-
pacts is incomplete, but there are some scientific
data, however fragmentary, to suggest that impor-
tant negative impacts may ensue.(40) Regulation here
is fundamentally risk-based regulation (risk manage-
ment based on previous risk assessment). Precaution,
though, indicates which data are missing and are im-
portant to be generated in the future. Many policy-
makers and regulatory authorities subscribe to this
interpretation.(41)

However, some critics would contend that even
this relatively inconsequential intervention is unac-
ceptable because it curtails the process of trial and
error and makes it subject to regulatory control.

4.2. Precaution Based on Decision-Oriented
Science

This interpretation is based on the notion that
the inherent epistemological limitations of scientific
method and knowledge are impossible to eradicate,
implying that the process (including any method-
ological decisions) by which scientific knowledge is
generated is not normatively neutral.(42) Scientific
knowledge is always riddled with nonreducible un-
certainties. In order to produce decision-relevant
knowledge, the use of modified, nonstandard scien-
tific methodologies is considered necessary.7 Among
such nonstandard methodologies are short-term
tests, weight-of-evidence approaches, the reversal of
the burden of proof, and the use of specifically tai-
lored inference guides.(35,43–49) The data produced
by methodologies like these do not conform to all

supposed to cover the entire spectrum of possible interpretations
of precaution but rather offer a selection of several highly rele-
vant understandings of precaution in regulation. Their purpose is
to help us structure our analysis. In other words, they represent
our reconstruction of the relevant use of precaution in regulation,
but not our views about precaution itself (rather, they present the
views of different relevant analysts and stakeholders that partic-
ipate in regulatory procedures, as well as in its debate and aca-
demic study).

7Scientists deal with scientific uncertainty by means of ex-
plicit methodological decisions about, for example, which dose-
response models to apply. In this sense, nonstandard scientific
methodologies are the outcome of methodological decisions and
embody values like protection of health and the environment that
correspond to the objectives of risk assessment and management.
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the quality demands of standard academic science.
Nonetheless, they are more directly relevant to reg-
ulators (whose objective, after all, is taking deci-
sions to effectively protect human health and the
environment). In other words, such innovation in
methodology is oriented toward the obtainment of
what Whiteside(9) calls a “better science” as basis
for decisions (which could also be important for
other science-related fields, e.g., innovation policy).
Methodological innovation comprises not only anal-
yses of how methodological decisions affect research
outcomes, but also of new procedures for assessing
effects and impacts of technology, and for taking reg-
ulatory decisions. This interpretation of precaution
can be found mostly in the academic debate, but has
also been adopted, at least in certain cases, by regu-
latory agencies.

Recurring to scientific methodologies that do not
absolutely conform to the standards of academic sci-
ence is considered by a large number of critics as
not justifiable in scientific terms (“junk science”). In
their view, all regulatory decisions have to be based
on “sound science,” that is, completely standard, aca-
demic scientific methodology and procedure (epi-
demiological studies, bioessays, quantitative risk as-
sessment, etc.).

4.3. Precaution Based on Science-Generated
Alternative Trajectories

On this interpretation, the key to decision mak-
ing is identifying a technology’s “capacity for pro-
ducing harm,” which is determined on the basis of
certain traits inherent to that technology (inflex-
ibility, complexity, irreversibility, uncontrollability,
etc.). Therefore, detailed studies of possible risks or
negative effects are considered unnecessary. Precau-
tion is equated with avoiding or severely restrict-
ing the use of technologies judged to present a high
capacity for harm and/or high levels of uncertainty
about possibly severe impacts.(50) Management (de-
cision making) is oriented toward selection of some
technologies over others, or substitution of certain
scientific-technological trajectories with alternatives
that are judged to present fewer undesirable charac-
teristics. The principal activity for science is the gen-
eration of such alternative (technological, organiza-
tional, etc.) solutions. This interpretation is typically
espoused by environmentalists.

Many critics would contend that this interpreta-
tion is tantamount to excluding scientific knowledge
from decision making, given that science only inter-

venes in the preparation of the various decision op-
tions, but not in the decisions themselves.

5. PRECAUTION AS SCIENTIFIC,
AND INNOVATIVE

The three alternative interpretations of precau-
tion that we have presented allow us to analyze in a
more discriminating manner the questions as to the
roles of science and innovation in precautionary pol-
icy.8 We use current examples of precautionary reg-
ulation in order to ascertain—for each of the three
interpretations—what role (if any) science plays and
in what way innovation manifests itself. Our analy-
sis recurs not only to actual regulatory applications
of the precautionary principle, but equally to social
actors’ perceptions about them. We also take into ac-
count those actors’ particular interpretations of pre-
caution, including about how it should ideally be ap-
plied to regulation.

5.1. Precaution Based on Standard
Academic Science

Science here has a crucial mediating function
between regulation and innovation. An important
example of this is an early (and fairly implicit)
implementation of precaution in the European leg-
islation concerning genetically modified organisms
(GMOs).(51) This regulation introduces a case-by-
case and step-by-step approach: instead of regulat-
ing entire categories of genetically modified (GM)
products, each product has to be analyzed and autho-
rized individually, and regulation proceeds through
various stages of analysis (scientific analysis of the
product’s characteristics, limited field trials, time
limits on market authorization, traceability require-
ments, postcommercialization analysis). This staged
regulatory procedure has fundamentally changed the
product development process in industry. Each of its

8These three alternative interpretations of the precautionary prin-
ciple are sufficiently different from each other that basing pub-
lic policy and decision making exclusively on any one of them
will produce one kind of results while using any of the others as
a basis will lead to very different outcomes. This does not pre-
clude the possibility that precautionary regulation (particularly in
complex regulatory frameworks like the EU chemicals regulation
REACH) may present a mixture of elements of two or even all
three interpretations, or that it is interpreted by different analysts
and stakeholders in different manners. In other words, closure
of the debates with respect to precautionary regulation cannot
be expected while a universally accepted definition of precaution
does not exist.
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individual steps has triggered or accelerated techni-
cal innovation in processes and outcomes. One exam-
ple is the substitution of antibiotic resistant markers
in GMOs.(52)

Postcommercialization scientific monitoring, in
particular, is a regulatory innovation adopted as a
precautionary measure because of persisting uncer-
tainty about the large-scale and long-term effects
of commercial GM crops. Once a product has re-
ceived the go-ahead for being placed on the mar-
ket, it may still be subject to scientific follow-up
studies to examine its environmental impact. In or-
der to adapt to these regulatory requirements, the
biotechnology industry had to develop new lines of
research, particularly on environmental interaction
and health effects. The traceability requirement has
spurred the development of a number of technolo-
gies that can be used in the tracing of all kinds of sub-
stances and foodstuffs.(52) Postmarketing monitoring
has spawned an entire new field of interdisciplinary
research.

Another example is the EU chemicals regula-
tion REACH:(53) it was introduced because many
chemical substances that are currently on the mar-
ket have never been tested for toxicity (or other un-
desired effects). REACH implements a large-scale
program of preventive scientific analysis that aims
at testing all those substances. Not only does this
create an incentive for innovation in methodologies
for testing chemicals, the objective of identifying all
dangerous but hitherto unregulated commercial
chemicals also stimulates scientific and technological
innovation, for instance, in improvements of a given
production process, or in the substitution of one par-
ticular substance for another.

The academic-science-based interpretation of
precautionary regulation can be understood as a very
sophisticated version of the process of trial and error,
into which certain precautionary adjustments and im-
provements are introduced, always on the basis of
scientific knowledge (like the introduction of tracing
technologies or the replacement of particular chemi-
cals). Precautionary regulation, on this view, has the
aim of preventing negative effects due to critical er-
rors, without, however, limiting the overall innova-
tion process in any important way.

To sum up, our analysis shows that the trial-
and-error character of the process—which, accord-
ing to critics like Wildavsky,(26) is the key to facilitat-
ing innovation—is retained, even under precaution.
Far from obstructing innovation, the precautionary
element foments methodological, as well as specific

technological product and process innovation (as the
cases of the European GMO and chemicals regula-
tions show).

5.2. Precaution Based on Decision-Oriented
Science

Knowledge generation on this interpretation is
a specific kind of scientific activity whose objectives
are decision oriented, and whose methodology has
been adapted to those objectives. Again, a good ex-
ample is provided by the European REACH reg-
ulation because it features several critical method-
ological innovations.(54) One of the most important
is the shifting in the burden of proof.(44) For cer-
tain substances that are considered potentially dan-
gerous, REACH places the burden of proof on the
substance’s manufacturer. This is a substantial
methodological departure from standard regulatory
practice in which the burden of proof usually falls
on the regulator (who has to demonstrate a prod-
uct’s harmfulness). In order to decide if a chemical
substance may be potentially harmful (and has to be
analyzed in further detail), another recent innova-
tion in scientific methodology is employed: structure-
activity relationships (SAR). Under the SAR regime,
substances are classified as innocuous or potentially
harmful according to certain common characteris-
tics. Such traits, which make a substance potentially
more dangerous (but do not imply by themselves
harmfulness), include their molecular structure, ca-
pacity for bioaccumulation, and persistence or mo-
bility in the natural environment.(55) REACH, in
fact, has spawned an entire field of European re-
search in methodological innovation for analyzing
substances.(56)

Another example for innovation in scientific
methodology is related to the debate about the use
of biomonitoring methodologies, sparked in part by
REACH.(57,58) In this debate the use of animal bioas-
says for the generation of regulatory data has been
questioned on the grounds that animal data are
not necessarily relevant for predicting the effects of
chemical substances in humans. As an alternative it
is being suggested to accelerate development of new
scientific methodologies for the biomonitoring of hu-
man subjects in order to generate the data necessary
for regulatory decision making.

The key to this understanding of precaution is
the process of methodological learning by which
it is characterized. Methodological learning oper-
ates through the improvement of scientific processes
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and the optimization of the generation of decision-
relevant data. According to this interpretation of pre-
caution, scientific methodology has to be modified in
such a way as to facilitate analysis of the effects that
the underlying choices in selecting methodologies,
models, or objectives have on outcomes. In other
words, it implies a type of meta-analysis that consists
in a systematic study of the variance in scientific re-
sults as a consequence of adjustments in the method-
ology for obtaining those results. In turn, method-
ological learning and meta-analysis foster innovation
because they indicate necessary changes in techno-
logical products and processes, as well as ways of
minimizing health and environmental impacts.(59)

Precaution implies methodological innovation in
risk assessment. Not only does innovation take place
but it is based on science, even though a decision-
oriented variety of science.

5.3. Precaution Based on Science-Generated
Alternative Trajectories

Science here has the task of evaluating differ-
ent alternative scientific-technological scenarios and
trajectories (particularly “inherently safe” ones), as
well as developing new scenarios and trajectories that
can be compared to existing ones (and that promise
to mitigate or avoid some of the latter’s undesirable
effects). The ultimate objective of this third inter-
pretation of precaution—(de)selecting trajectories—
hinges on this fundamental science-based task of gen-
erating and assessing alternatives.

As an example we can recur to the current
debates about the implementation of the REACH
directive. The European authorities interpret that
REACH’s precautionary content is limited to as-
serting the harmfulness of individual chemical sub-
stances in order to replace them with others, while
in the process applying certain nonstandard scientific
methodologies (see above). However, there exists
an alternative point of view: several authors(60) con-
sider the European Commission’s point of view in-
adequate and inefficient. Their interpretation of pre-
caution is that REACH should directly promote the
abandonment of entire classes of substances that are
shown to possess certain common traits, for exam-
ple, high capacity for bioaccumulation or persistence
in the environment, irrespective of their potential
toxicity.

On this view, REACH should encourage the sys-
tematic analysis of better alternatives for replacing
these chemicals, for instance, through the develop-

ment of new substances, product improvement, as
well as organizational, manufacturing, and process
changes that make certain substances superfluous.(61)

This would spur precaution-driven innovation on
many levels.(62)

Even though decision making (to adopt or aban-
don technological trajectories) is based on extra-
scientific criteria, scientific knowledge still is essential
in this process. Without the scientific analysis of al-
ternative trajectories the regulatory process would be
impossible to operationalize: when deciding to aban-
don one particular technological trajectory it is usu-
ally indispensable to propose alternatives that will
resolve the problems at hand. One example is nu-
clear power. Any decision to curtail deployment of
this technology, or abandon it altogether because
of its “inherent uncontrollability,” implies the need
for developing feasible alternative trajectories for
power generation and management, for the analysis
of which science is imperative. Improvement of ex-
isting energy sources, as well as outright substitution,
will stimulate (even necessitate) innovation in alter-
native ways of generating and managing energy.

Clearly, this interpretation of precaution implies
innovation, based on scientific knowledge. It requires
research and development programs oriented toward
the generation and assessment of completely new
scientific-technological trajectories. Of the three in-
terpretations, this one could be considered the one
that places its focus most directly on the issue of
scientific-technological innovation because it implies
the development of new technology that conforms to
specific aims (like “green production”).

To sum up, even though the specific role (and
even the very form) of science varies considerably
from one interpretation of precaution to the next,
it is evident that none of them marginalize scientific
knowledge in decision making. It becomes equally
clear that precautionary regulation, in none of its
forms, blocks or limits scientific-technological inno-
vation in any general or necessary sense.

However, precaution may certainly affect par-
ticular technologies or scientific-technological fields
in particular moments. We therefore want to em-
phasize that our aim is limited to countering the
notion that precaution, in all its disguises, is in-
escapably “anti-innovation” or that somehow it
automatically “marginalizes science.” Precaution-
ary regulation clearly may produce instances in
which certain scientific-technological developments
are truncated or severely limited, and precautionary
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decision making in particular cases can be shaped
exclusively by extra-scientific factors. This, however,
makes it all the more imperative to analyze the func-
tions of scientific method in precautionary regula-
tion, as well as the latter’s effects on innovation in
a differentiated manner.

6. CONCLUSIONS

As our analysis demonstrates, science does have
a fundamental function in each of the three alterna-
tive versions (interpretations) of precautionary regu-
lation. In each case, science holds a different but al-
ways crucial role.

This means that precautionary regulation, at
least in the three interpretations that we have con-
templated in our analysis, must be understood as
a science-based enterprise: in none of the three
interpretations is there decision making without—
direct or indirect—recourse to scientific methodol-
ogy or data. Even in the case of the third interpre-
tation decisions ultimately rely on science-generated
alternatives.

Furthermore, precautionary regulation in all
three versions considered here is conducive to inno-
vation. Without doubt, this potential for innovation
and the kinds of innovative processes vary accord-
ing to the specific interpretation of precaution. Tak-
ing the three interpretations in turn, innovation fos-
tered through precaution chiefly takes the form of
(1) specific technological and product improvements,
(2) scientific methodological or meta-methodological
innovation, and (3) generation of new scientific-
technological trajectories. It should be clear that in
all three cases analyzed here such precaution-driven
innovation will most likely differ from any innova-
tion processes that would take place in the absence
of precautionary regulation.

This last point is important: our argument does
not imply that the particular innovative processes
set in motion by applying the precautionary princi-
ple are in any way comparable to (or “better” than)
the innovation that would take place if regulators
only applied standard risk assessment and manage-
ment procedures. Scientific-technological innovation
in the absence of precautionary regulation—at least
in certain cases—could clearly be more intense and
broad-based than the kind of innovation facilitated
by the precautionary principle’s regulatory applica-
tion. However, this is a question too complex to be
treated in this article, and probably impossible to an-
swer either way in a universal manner.

We are now, in fact, in a position to add an-
other decisive argument against the critics who con-
sider precaution to inexorably marginalize science
and curtail innovation. A corollary of the argument
presented in this article is that precautionary regu-
lation could be characterized as a way of reconcil-
ing promotion and control of science and technology
(which would certainly be positive for innovation in
the broadest sense).(63)

More specifically, given that on our argument
precautionary regulation can be understood as sci-
ence based and conducive to innovation, it could
be interpreted as embodying each of the two funda-
mental functions of any technology policy: regulation
and promotion. On one hand, it is oriented toward
controlling or curtailing certain technologies or ap-
plications. On the other, it stimulates (more or less
focused) technological innovation, as well as method-
ological learning in scientific knowledge generation.

However, these two basic functions of technol-
ogy policy making have traditionally been at odds
with each other.(64) From at least the 1950s onwards,
both promotion and regulation have justified gov-
ernment intervention in technological change. Both
scientific-technological development and the need
for its regulation have consistently and systematically
produced these two kinds of public policies, albeit
disjointed and in constant tension with each other.

Precautionary regulation, though, because of its
specific characteristics, may be able to reconcile reg-
ulation and promotion of technology. In fact, it may
be able to do so in a balanced manner, given the vari-
ety of possible interpretations of precaution, as well
as their respective implications.
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