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ABSTRACT

Marine hydrokinetic (MHK) energy conversion devices are subject to a wide range of turbulent scales, either due to upstream bathymetry, obstacles and waves, or from wakes of upstream devices in array configurations. The commonly used, robust Acoustic Doppler Current Profilers (ADCP) are well suited for long term flow measurements in the marine environment, but are limited to low sampling rates due to their operational principle. The resulting temporal and spatial resolution is insufficient to measure all turbulence scales of interest to the device, e.g., “blade-scale turbulence.” The present study systematically characterizes the spatial and temporal resolution of ADCP and Acoustic Doppler Velocimetry (ADV). Simulations were used to quantitatively investigate the flow scales that each of the instruments can resolve in low and high turbulence intensity flows. For comparison, measurements were conducted at the UNH Tidal Energy Test Site in Great Bay Estuary at General Sullivan Bridge. The purpose of the study is to supply data for mathematical modeling to improve predictions from ADCP measurements, which can help lead to higher-fidelity energy resource assessment and more accurate device evaluation, including wake measurements.

INTRODUCTION

Accurate flow measurement techniques are required for MHK design and implementation. Wake recovery is governed, and enhanced, by free stream turbulence, implying that an accurate measure of the energy contained at different turbulent scales is desirable. Similarly, accurate wake measurements are necessary for improved estimates of power extraction and efficient array spacing. Improving the accuracy of field and laboratory flow measurements also improves confidence in the model validation process.

Additionally, field measurement techniques must be robust in order to produce repeatable results in the rough marine environment. These requirements generally introduce a tradeoff between measurement resolution and accuracy, field of view, and convenience of use. In particular, this paper will consider an Acoustic Doppler Current Profiler (ADCP) and an Acoustic Doppler Velocimeter (ADV), with comparison to higher resolution optical and thermal laboratory techniques for flow measurement.

An ADCP operates by transmitting a broadband acoustic signal into the water column and processing the phase shift of the reflected signal it receives from scatterers following the flow. Using three or more acoustic transducers, an ADCP can measure three components of velocity by performing a coordinate transformation from along-beam velocities to the vertical and cardinal directions [1]. The underlying assumption in the coordinate transformation is that the velocities in a horizontal plane at a given depth in each diverging beam are the same. This assumption is necessary because the tangential velocity components are lost by the acoustic measurement technique. Only the radial components can be obtained. By temporally gating the received signal, an ADCP can measure a velocity profile in discrete bins along the water column. Due to their diverging, conical beams, the measurement volume of these devices grows with depth. Bin sizes on the order of 25 cm in the vertical direction over a depth of 8 m, would result in a range of cylindrical measurement volumes from ~73-13,600 cm³ at a temporal resolution on the order of 1 Hz.
An ADV follows a similar operating principle but for a singular measurement volume and at a much higher sampling rate. An ADV analyzes the Doppler shift of the scattered signal to determine the flow velocity [2]. These devices typically have a measurement volume on the order of 1 cm\(^3\) and temporal resolution on the order of 100 Hz.

This can be compared to higher resolution laboratory flow measurement techniques, e.g., optical techniques such as Particle Image Velocimetry (PIV) and Laser Doppler Velocimetry (LDV). PIV uses high-powered pulsed lasers and light-sheet forming optics to illuminate seeding particles in a measurement plane. Images are recorded onto a CCD or CMOS sensor with a controlled time interval, \(\Delta t\). The field of view is divided into small interrogation regions and a correlation algorithm yields the peak-correlated particle displacement, and hence the fluid velocity. Fine control of optical alignment, focus, aperture, and timing are critical to the precision and accuracy of this flow measurement technique, making this technique better suited for lab use. Although numerous factors affect the resolution of a PIV system, spatial resolution is on the order of 1 mm\(^3\) for typical sensors and fields of view, and temporal resolution is on the order of 1 kHz for high frame rate systems [3].

Laser Doppler Velocimetry (LDV) is also an optical flow measurement technique, but its operating principle is more closely related to an ADV. For LDV, beams of coherent laser light are crossed in a small measurement volume and form an interference fringe pattern. When seeding particles pass through the fringes, they scatter light at a frequency which is equivalent to the Doppler shift between the incident and scattered light and thus proportional to the component of particle velocity [4]. Typically LDV offers spatial resolution on the order of 10\(^{-3}\) mm\(^3\) and variable temporal resolution, with sufficient seeding 0(1 kHz) data rates are possible.

Hot film/wire anemometry operates on thermal principles: a probe with a conductive (hot) film at the tip is heated to a temperature higher than the average temperature of the fluid. As the probe resistance changes due to convective heat transfer from the film, a feedback circuit applies a voltage to keep the film at a constant temperature. The fluid velocity is related nonlinearly to the voltage applied, and can be found via calibration. Higher order 2-D and 3-D turbulence measurements are made possible with the use of a multi-wire probe capable of geometrically distinguishing flow from multiple directions. Spatial and temporal resolution is related to film/wire size and sampling rate, but cover a range from 10\(^{-3}\) mm\(^3\) and 1 kHz or better [5]. A comparative overview of the different flow measurement techniques is given in **Error! Reference source not found.**

This study to date concentrated on the field techniques, ADCP and ADV. In order to compare the effects of these measurement techniques, the inherent error of an ADCP was first simulated in Matlab. Next, the results of this simulation were verified using experimental data. Recommendations are made for potential corrections to be applied to field or lab data obtained with an ADCP.

**SIMULATION**

To simulate the effect of sampling a turbulent flow with an ADCP, a synthetic time series of turbulent radial velocity was generated from a prescribed spectral density following a simple power law of \(S = f^{-3}\). This simplified relationship represents the decreasing energy contained at decreasing length scales (or increasing oscillating frequencies) in the ocean and provides a benchmark for comparison. A second time series was generated following the same power law, but with a phase shift corresponding to the spatial discrepancy between beam measurement locations. These two time series of radial velocity

<table>
<thead>
<tr>
<th>Operating Principle</th>
<th>ADCP</th>
<th>ADV</th>
<th>PIV</th>
<th>LDV</th>
<th>Hot Film/Wire</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial Resolution</td>
<td>O(10(^{-4}) cm(^3))</td>
<td>O(1 cm(^3))</td>
<td>O(1 mm(^3))</td>
<td>O(10(^{-3}) mm(^3))</td>
<td>O(10(^{-3}) - 1 mm(^3))</td>
</tr>
<tr>
<td>Temporal Resolution</td>
<td>O(1 Hz)</td>
<td>O(100 Hz)</td>
<td>O(1 kHz)</td>
<td>O(1 kHz)</td>
<td>O(1 - 10 kHz)</td>
</tr>
<tr>
<td>Measurement Description</td>
<td>3D Profile, along beam</td>
<td>3D, point</td>
<td>2D or 3D, in plane</td>
<td>2D or 3D, point</td>
<td>1D (2D or 3D possible), point</td>
</tr>
<tr>
<td>Comparative Cost</td>
<td>$</td>
<td>$</td>
<td>$$</td>
<td>$$$</td>
<td>$</td>
</tr>
<tr>
<td>Application</td>
<td>Field</td>
<td>Field/Lab</td>
<td>Lab</td>
<td>Lab</td>
<td>Lab</td>
</tr>
</tbody>
</table>
were then “sampled” with the simulated ADCP by performing the coordinate transformation

\[ w = \frac{v_{r1}}{\sqrt{1 + B^2 \cos \left( \theta - \tan^{-1} \left( \frac{1}{B} \right) \right)}} \]

where the radial and Cartesian components of velocity are as labeled in Figure 1, and \( \theta \) is the angle formed by the divergent acoustic beams with the horizontal. The simplifying coefficients \( r \) and \( B \) are given by,

\[ r = \frac{v_{r1}}{v_{r2}} \]

\[ B = \frac{r + 1}{r - 1} \tan \theta \]

Figure 1 illustrates this coordinate transformation. The radial velocities of two acoustic scatterers occupying the same horizontal plane are each sampled by different divergent acoustic transducers and are assumed to have the same Cartesian velocity components \( u \) and \( w \).

This simplified simulation does not take into account error introduced by acoustic noise or insufficient seeding, but it is illustrative of the error introduced by the geometric assumptions inherent to this measurement technique.

Figure 2 shows the result of these assumptions on the sampled spectral density. Note that the energy contained at higher frequencies is misrepresented lower in the spectrum. This effect is explained in part by aliasing. Aliasing occurs if the sampling rate of the measurement device is below the Nyquist rate; defined to be twice the highest component frequency of the sampled signal. When aliasing occurs, the energy contained in the upper spectrum will be misrepresented in the lower spectrum in unpredictable ways. The two ways to avoid aliasing are to pre-filter the continuous signal before sampling, or to sample at a faster rate. Once aliasing has been introduced into the sampled signal, it cannot be distinguished from real variability.

FIELD EXPERIMENT

To validate the results of this simulation, field data of the inflow upstream of a MHK device test deployment was analyzed in a similar fashion. This experimental data was measured from a floating platform-mounted ADCP and ADV deployed at the UNH-CORE Tidal Energy Test Site in Great Bay Estuary, NH at General Sullivan Bridge. The test site is located at a constriction through which the Great Bay tidal estuary drains and refills on an approximate 6-hour cycle. The test site has a minimum depth of 8 m at lower low water (LLW) and maximum currents over 2.6 m/s (5 kts), making it an ideal location for testing intermediate scale MHK devices. Additional information on the UNH-CORE Tidal Energy Test Site and details of the deployment that generated the field data presented here are reported in Rowell et al. (2013) [6]. During the 3.5 hour deployment, from slack water through maximum current, there was a 42 minute period during which the current was nearest its maximum. This sub-record of approximately constant velocity flow, shown in Figure 3, is used for comparing the two devices. Note that, while this illustrative plot has been filtered with a 30 sec running average, the data used in the processing throughout the remainder of this report is unfiltered.
A Nortek Vector ADV was mounted to the bow of the platform at a cross-stream offset from the centerline of 91.4 cm and operated at a frequency of 33.3 Hz. Also mounted on the bow at the centerline adjacent to the ADV was an RDI Sentinel-V ADCP measuring individual acoustic pings (without averaging) at a frequency of 2.0 Hz with a bin size of 10 cm. The ADV was measuring at a depth of 145 cm that corresponds to the seventh ADCP measurement bin, accounting for ADCP blanking distance. A schematic of the experimental setup is shown in Figure 4. Note that the MHK turbine with a nominal diameter of about one meter was mounted 5.7 m downstream of these measurement devices. With a beam divergence of 20°, the aft-facing ADCP beam sampled at a location over 4.7 m (or 9.4 diameters) upstream of the turbine hub. Thus the effects of the MHK turbine on the upstream inflow measurements could be neglected.

In order to verify the accuracy of the mean velocity measurements for each device, the mean velocity profile over the duration of the 42 minute time series is plotted in Figure 5. The mean velocities measured at the same depth with both the ADCP and ADV agree within 0.35%. For reference, a logarithmic velocity profile for open channel flow over rough surfaces was also plotted. The logarithmic velocity profile is given by [7]

\[ \bar{u} = 5.75u_f \log\left( \frac{y}{k} \right) \]

(5)

where \( u_f \) is the friction velocity, \( y \) is the height from the channel bottom, and \( k \) is the Nikuradse sand roughness chosen to be 3 in this case. The friction velocity \( u_f \) was estimated using a linear regression analysis to be 0.2 m/s. Note that the Reynolds number based on channel depth is about 16 million.

Although the mean velocity measurements taken by the two devices agree, and the ADCP measurements agree with the
logarithmic profile for open channel flow in an intermediate region, the apparent velocity fluctuations measured by each device differ greatly. Turbulence intensity is defined as the standard deviation (or square root of the variance) of the velocity fluctuations normalized by the mean velocity.

\[
TI = \frac{\left( \frac{1}{N} \sum_{n=1}^{N} (u_N - \bar{u})^2 \right)^{0.5}}{\bar{u}} \tag{6}
\]

The turbulence intensities measured by the ADCP and ADV at the same measurement depth over the 42 minute at near maximum velocity are 19.5% and 7.2%, respectively. The higher standard deviation in the ADCP velocity time series is indicative of the errors introduced by the operating principles of the device, in particular the small “bins” and single ping used by the ADCP. Similar results were produced by experiments conducted in Puget Sound with ADCP and ADV turbulence intensities of 11.4% and 8.4%, respectively [8]. This discrepancy is smaller than that shown here in part because of the 5-min running averages applied to the data collected at Puget Sound. This has the effect of smoothing the time series, reducing the variance, and consequently the turbulence intensity. The profile of turbulence intensity as measured by the ADCP is plotted in Figure 6 with the ADV turbulence intensity included for comparison.

\[
TI = \frac{\sqrt{\langle u'^2_{ADCP} \rangle} - n_e}{\bar{u}} \tag{7}
\]

\[
n_e = \sqrt{\langle u'^2_{ADCP} \rangle - \langle u'^2_{ADV} \rangle} \tag{8}
\]

where \( n_e \) is the empirical definition of Doppler noise, and brackets indicate a 5 min. average. The results of this correction can be seen in Figure 7.

As stated by [8], this is only a correction in the statistical sense and not a correction to individual fluctuations. This becomes evident when looking at the spectral density of the ADV and ADCP data in Figure 8, where the same aliasing effect created in the previous simulation is observed. The ADV spectral density follows the expected power law trend and exhibits an increase in energy in the range of 0.1 Hz corresponding to 10 second oscillations. The apparent noise floor of the ADV in this application obscures spectral information at frequencies greater than approximately 3 Hz. The combined effects of aliasing and the noise floor of the ADCP make this level of detail impossible to distinguish.

\[
\text{FIGURE 6: TURBULENCE INTENSITY OBTAINED WITH AN ADV (POINT) AND AN ADCP (PROFILE).}
\]

Subsequently, Doppler noise was removed from the ADCP measurements to correct towards the ADV measurements using the empirical definition as performed in [8] by the following equations,
velocity profile as well as a well resolved spectral density at a point.

In the future, additional simultaneous ADCP and ADV measurements should be obtained at varying depths in order to verify the assumption that spectral density does not vary significantly with depth in open channel flow.

Ongoing work includes comparison of ADCP and ADV measurements with higher resolution optical flow measurement (high frame rate PIV) in a large cross-section tow tank, for a number of canonical turbulent flows, e.g., flow in the wake of a cylinder and downstream of a grid.
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