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Summary
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parameterisation; wave-current interaction; spatial temporal variation. A number of case studiesatso included examining
several European sites.
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1 INTRODUCTION

1.1 SCOPE OF THISREPORT

This report describes and discusses techniquesvéwe and tidal measurement and analysis for th@gsess of resource
assessment. Emphasis is given to established tpa®iand technologies although emerging technaagied techniques) are
also outlined where appropriate.

This report is concerned solely with the measurdraad analysis of metocean parameter relevantéaroenergy applications.
The performance of Marine Energy Converters is hdythe scope of this report.

1.2 AIMS & OBJECTIVES
To describe established methods to characterisadinme environment for the purposes of resoursesssnent.
0 To highlight the key oceanographic parameters egleto ocean energy.
0 To describe the principal applications of methamslie development of ocean energy projects.

1.3 RESOURCEASSESSMENT

Marine energy resource assessments may be condoctedious levels of detail depending on the staiga project or the end
user. In particular assessments may be conductatbmify suitable geographic locations for depl@&mn Once suitable areas
have been identified a detailed assessment witidoessary to characterise a particular site. Tiesssses will be referred to as
Resource CharacterisaticandSite Assessmeitt the outcomes of the EquiMar project.

1.3.1 Resource Characterisation

Resource characterisation is normally carried owstablish suitable geographic locations for dgpknt, and has the following
objectives:

0 To ascertain the potential resource for energy yothion with an explicitly stated degree of uncertgj
0 To identify constraints on resource harvesting.

1.3.2 Site Assessment

Site assessment is normally carried out prior fwajanent, to establish the detailed physical emnnent for a particular marine
energy project, with the following objectives:

0 To assess the energy production throughout theflifee project;

To describe metocean conditions;

To characterise the bathymetry of the site to gii@y specified and appropriate bathymetry;

To establish extreme (survivability) conditionsiwé defined return period;

To identify potential interference between multigkvices at the site;

To ascertain the spatial and temporal variatiothefresource with an explicitly stated degree aeutainty.

O O O O
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2 RESOURCEMEASUREMENT AND INSTRUMENTATION

2.1 DESCRIPTION OFWORK

2.1.1 Need for the information
There ardour main drivers for measurement of the physical wéide,and possibly wind, environment.

0] The Energy Resourc&or the purpose of marine renewable energy a pyifficeZus is to ascertain the level of resource, at
an appropriate level of confidence, through theettgument of a project. This information will proeidhe basis for a
specification of power (in time) and the energyb® produced over the length of the project. Thisrmation will be
necessary to investors, utilities and governmeatih(bational and local).

(i)  Engineering DesignAlthough the major design considerations for anyickewill be decided it is probable that individual
sites may require adaptation of the base desigrnai@ly, issues of wave and current loading wilV@édo be considered on
a site-by-site basis for the design of the moorifidss information will be necessary to designemstructors, insurers
and “classifiers”.

(i)  Marine Operations For a fully operating project the wave/ wind atidlal characteristics are necessary to predict the
installation & maintenance strategy which for agtarfarm in a high energy site will give strong liations. This
information will be necessary to designers, coms$tms, marine contractors, insurers and “classifier

(iv) Data for numerical model calculationtn complex sites, the use and accuracy of anyaiprbduced will benefit from
“calibration” with measured data.

2.1.2 Level of Measurement

The requirements for physical measurement will ddpen the stage in the project development andmifaig be better met by
different instruments and measurement campaigns.

0] Early stage:When considering a specific site base line infdiomais required to confirm the potential for thgesific
device. Thus one would wish to have a gross estimfienergy production potential, for example tohim 20% of the
actual, and to understand those specific physiaghrpeters that would affect the base-line powedyxtions (energy
spread in frequency and direction, bathymetry).sEheould involve the combination of any availabégadfrom “nearby”
measurement sites along with model information. $tat point could be the regional and local mdg have/will be
produced.

(i)  Project DevelopmentOnce a decision to develop devices to a site kas Imade, measurements will be necessary to (a)
reduce uncertainty (project risk) in energy producestimates (e.g. to 10%) - although the eaghisfwill depend on the
“length of time” that the estimate is required fr) refine engineering design further, and (c)edep appropriate O&M
plans.

(i)  Marine Operations for the farmlt is probable that, during the operational lifé @ particular development, some
measurement may be necessary to (a) confirm tred tdwesource for comparison with device productiigures, (b) at
least in the early farm developments, provide tkdacorrelation between energy production and nesofor machine
improvement and development, and (c) produce patBnimproved efficiency and survival designs thgh “real-time”
measurement of the “up-wind” energy resource.

2.2 WAVE MEASUREMENT

2.2.1 Types of Wave Data

0] Time Series

This type of data is gathered and presented ine'timder”. The basic data are individual measuresnehtvave motions
from which “heave” wave elevations, and in the cabelirectional measurements, horizontal displag#seare usually
produced. These time series can be very importadetermining if there are any errors in the waveasurement. Time
series are usually recorded over a period of apmately 20 minutes to 1 hour. Thus data recordddctar example be
taken for either 17 minutes out of every hour i @ase or else “continuously” over the hour. Theetis a compromise
between achieving lower error (longer measurememt) the measurement of different wave states wdacises error due
to “non-stationarity”. Time series can be used &asure individual wave heights and periods and Wereriginal method
for determining the significant wave height. Tinegies provide great detail and opportunities fothier analysis but have
greater data amounts and are not immediately aneet@mimexperienced users.

The continuous data is “sampled” in time in ortteproduce a series of signals separated in tipgic@l sample rates will
vary for the application, but for wave measurengedtgitising frequency of 2Hz (i.e. points sampéaaery 0.5 seconds) is
typical. Higher rates may produce more detailedilpoof the wave surface but will produce a lardata set which may
have to be “down-sampled” to produce good resatusipectra. Depending on the instrument transfestiom there may be
no benefit in sampling at a higher rate.
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(ii)

(iii)

(iv)

Parameters

The detailed time series are often processed twiggosummary statistics of the important wave patans such as
significant wave height, zero-crossing period, watgepness or maximum wave height. This is paaitubdone on buoy
measurements where the smaller data rates requiagé this analysis attractive. One would thus cteriine series of
parameters (Kl T etc.) based on averages over the individual dstard.

Spectral data

Spectral data usually consists of the “energy”d@mequare variance density) distribution with tregjfiency of the wave.
Spectral processing on buoys again provides a datgression but also allows further processing foomputation of
spectral parameters from the spectral momentss linteresting that for most ocean engineering acelawmography
applications one deals in true frequency specta ksgure 1). In ocean wave energy there are sdmeweould prefer that
we use energy plotted against period as this pesval clearer picture of the energy available fandformation by the
device.
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Figure 1 Processing of raw heave time series data fromwa Wwaoy.

Directional data

Most modern wave measurement devices have the ibapaaneasure the horizontal components of theemamotion in
addition to the heave. From this data, a directimmectrum can be calculated, which provides bbth direction of
propagation and a value for the directional sprieaceach frequency component of the omni-directigmpectrum. From
these, the mean direction and directional spreddeo$ea state can be calculated.

2.2.2 Wave Measurement Devices

2.2.2.1 Fixed Instruments

Fixed instruments are usually mounted on a stracturhe output from these instruments can be recoahd stored on site or
sent to shore by cable or telemetry. Stepped-costaffs, Resistance-wire staffs, Capacitance-siadfs, Baylor Wave gauges
and Laser altimeters are example of fixed instrusehe main disadvantage of this type of instmisiés that they need to be
mounted a good distance away from the supportingctsire to avoid interaction. As a thumb rule 1@ndéters away of the
supporting structure (Tucker & Pitt, 2001).

2.2.2.2 Sub-surface sensors

Pressure sensors: The modern pressure sensorgaisegauges and are accurate in measuring thendgnaressure. For most
demanding applications Paros Digiquartz pressureasse are used (Tucker & Pitt, 2001). The pressigmeal can be digitised on

2—3
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the site and data can be sent over a cable. The\wdiatage of a pressure sensor is that its respsiseited in short period
waves. Other sub-surface sensors include an bovetho-sounder and Particle velocity meter.

2.2.2.3 Surface following buoys
There are two approaches to directional wave measemt using buoys:
Pitch-roll-heave buoys (PHR) measure the slopbesturface (both its magnitude and direction) &edetevation of the surface.

Particle-following buoys follow the orbits of theater particles at the surface. These buoys divitte wo further categories,
either sensing the acceleration of the buoy albngetaxes or measuring the displacement or velotitlye buoy along three axes
(using DGPS for example).

Whichever type of buoy is used, the time seriea datorded will comprise a triplet of measuremeelating to the vertical and
horizontal (north and east) movements of the bddwese are processed into auto- and cross-speam,vfhich the variance
density spectrum and the directional distributian be obtained.

Operational considerations
» Compass heading is important for ensuring accuradjrectional measurements

» Calibration of the buoy should be performed bo#geployment and post-recovery e.g. for maintenance
» Buoy moorings must be designed to provide minimgdédance to the buoy motion

» Buoys will normally need to be recovered everyrmionths to a year to replace batteries, check im&ntation and possibly
re-calibrate.

Problems with Buoys

0] (Double) Integration of acceleration signals: Altigh better than the original buoys the processfragceleration data into
displacements is difficult as very low frequenaieoffsets are present. The double integrationtha®ffect of amplifying
these lower frequencies with the noise superimposéd application of a high pass filter has thee&ff for a particle
following buoy, of filtering the second order nandar part of the waves. This impacts on the meakteights of the
wave crests.

(i) Low and high frequency noise (see (i) above).

(i)  Phase shifts

(iv)  Mooring compliance: The normal operation of the youequires that it move freely, but must be kept sation” at the
measurement site. The mooring has to be approlyridésigned for the water depth, current and wdimmate that the
buoy will be deployed in.

(v)  Data transmission: Distance and high waves mayripéetransmission.

(vi) Wave “jumping” in high waves: This problem can bihe measurements in high sea states. The buoyattéinpt to
“move around” a large wave rather than rise overdfest, thus producing smaller estimates of thdriwaves.

(vii) Non linear effects

(viii) Interpretation and accuracy of directional meas@rs

Data recovery

The method to recover data will depend on the bydgeation and needs for data. All buoy systemgha combination of on-
board storage (which can contain “raw” data, patarseand spectra) and transmission of “hourly” peaters and/ or spectra.
Each of these has implications for signal bandwaltkd buoy power consumption. Although storing altadon the buoy and
manually downloading it on a period basis is a iy, the need for close to real-time data ahd tack of suitable weather
windows during winter months means that most bysyesns use some form of data transmission. Thiveachieved by one or
a combination of the following:

* HF and VHF radio

GSM (Global System for Mobile Communications)

GPRS (General Packet Radio Service)

Satellite communications (ARGOS, INMARSAT, ORBCOMM)
Cable (relatively unusual

Available buoy wave measurement systems

The three main manufacturers of wave measuremenytsbare OCEANOR, Datawell and TRIAXYS. Each produaerange of
directional and non-directional buoys for differeqplications. The key features of their directiomave buoys are described in
Table 1.
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Table 1. Key features of the directional wave buoys pradludy the leading manufacturers (Source: www.ddtawye
www.oceanor.no, www.axystechnologies.com)

Diameter| Mass| Digitising Period Accuracy Transmission
frequency | response options
Datawell 0.9m 225kg 3.84Hz 1.6 — 30s Heave: <0.5% HF, IRIDIUM,
Directional of measuremen ARGOS,
Waverider ORBCOMM, GSM
MKkl
OCEANOR 1.25m | 320kg 2Hz 1-30s UHF, ARGOS,
SEAWATCH INMARSAT-C,
MINI I GSM
TRIAXYS 0.91m | 197kg 1.6 — 30s Heave <2% VHF,
Directional Period <2% INMARSAT-D+,
Wave Buoy IRIDIUM, CDMA,
GPRS

2.2.2.4  Acoustic Doppler Profilers (ADPSs)

ADPs were originally developed to measure currémtthe water column through the Doppler shift otkscattered acoustic
signals from ‘scatterers’, i.e. particulate matseispended in the water column and moving at theesspmeed as the water
particles. The instruments are versatile and caddptoyed in a variety of configurations, includingward-looking from the

seabed, downward-looking from the hull of a boafside-looking from fixed marine structures.

The technology has subsequently been developéduefurd enable estimates of the wave spectrum tmdme. ADP sensors are
generally associated with complementary pressutk distance meter sensors. So, wave spectra carerdeed from ADP
instruments in one of three ways:

» Pressure record: By recording the dynamic pressonee meters in depth as waves pass overhead aaftererse filtering
(using transfer function between linear elevatind dynamic pressure) a time series of sea surfagat®n is obtained which
can be processed to produce an omni-directionatispe. The disadvantage of using pressure sensongasure wave data is
the attenuation of the pressure signal with redatiepth (depth to wavelength ratio). To eliminateancement of noise, this
imposes a high-frequency cut-off which decreaseshasdepth increases. Unfortunately an optimalofutfrequency is
spectrum dependent.

» Surface tracking: One or more of the ADP beamsagerate as an inverted echo-sounder, with the Isigfiacting off the
surface of the water instead of particles in théewaolumn. This again produces an elevation tierées. However, because
there is no signal attenuation, this method proslacenore accurate record.

« Orbital velocities: Wave orbital velocities are raeeed in the same way as currents in traditionaPAdpplications, through
the Doppler shift along each beam. Through multigocity measurements at various range cellsdeiseparate beams or
along one beam), cross-spectra can be used tdatelthe directional wave spectrum. Alternativeifere a surface tracking
measurement is available, a triplet of vertical iomofplus two horizontal velocity components canpbbecessed in the same
way as wave buoy measurements to provide diredtspegtral information.

Operational considerations

» Deployment scenarios: A compromise may be needetiebe seabed mounting (more secure, but greatar wapth and
therefore decreased accuracy at high frequenciesyab-surface buoy mounting (more vulnerable toafge, but operating
in shallower depths).

» Mooring: Trawlers are a risk to any bottom-mounfddP in areas of fishing activity. Anti-trawl mountjs are available to
reduce the risk of entanglement with nets (seerEigi

» Depending on the bottom soil, problems with theickebeing buried over time could be encountered.
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Figure 2: Example of an anti-trawl ADP bottom-mounting.
Problems with ADPs for wave measurement

0] Effect of beam spreading on the resolution of treasurement: As the beam diverges from the instrynties area that
contributes to the measurement at the surfacecieased and effectively smaller wavelength (hidreuency) waves are
not measured. This effectively produces an uppéeoffurequency above which no useful informatienderived. This
becomes worse as the ADP is deployed into deepter wad lower frequency, higher divergences mustdeel.

(i)  Surface effects on reflections: Long, low swelllweikhibit predominantly horizontal velocities inetldepths where ADPs
are likely to be used for measurement, with vetyelivertical component. The vertical componentuidikely to be
resolvable by the ADPs, which could make calcutatid the directional spectrum impossible, dependinghe method
used for the particular instrument. In that caseptessure measurement can be used.

Turbulent water or even schools of marine life camse bubbles in the water column that will leadn@ccuracies in the
measurements

In very clear water, there may be insufficient jgéet in the water column to produce sufficienthsmatter of the signal

Data recovery
There are two options for data recovery from ADPs:

The ADP is recovered periodically to the surface tfie data to be downloaded. Modern battery and dapacities enable
several months of data to be stored; however diffies can arise from the need to recover the @ewvidad weather (operational
planning). The device is also recovered througla@mustic link/ release and again this greater cerifyl can lead to failures.
There is also the final problem of ensuring that ADP is suitably marked for recovery and not “lost

The data can be sent to a surface buoy where ibearansmitted by radio to a satellite or a skstagion in the same manner as a
wave buoy. This can provide real-time or almoat-tene data, but at the cost of the vulnerabitifyhe surface buoy.

Available ADP wave measurement systems

The two most commonly used ADPs for wave measurearenTeledyne RD Instruments’ Workhorse Waves Yaanad Nortek'’s
AWAC with Acoustic Surface Tracking (AST). The Waidrse Waves Array has four transducers transmittowystic beams at
20° from the vertical. The four beams contain 3aital velocity cells in addition to operating agface trackers by reflecting the
acoustic beam from the surface of the water. Thealso contains a pressure sensor which recomlydnying water depth as
waves pass above the sensor. The primary mearsdoofating directional spectra are the orbital e#glomeasurements, with the
surface tracking and pressure sensor data avaftab{@A and back-up.

The AWAC comprises three beams at 25° to the \arteach with one orbital velocity cell, with onedicated upright beam for
surface tracking plus a pressure sensor. In cdribdBe Workhorse Waves Array, the inclusion afeglicated AST beam enables
operation with very short pulse widths to providsud-centimetre resolution of the sea surface tiraniaDirectional spectra can
be calculated in one of two ways. Either a maxinikelihood method (MLM) can be applied to expldiettime-lag between the
spatially separated measurements of three velscitiel the AST, or a triplet approach using theicartAST track and two
horizontal velocity components, similar to thatdiser buoy processing, can be utilised. ,

Table 2 provides a comparison between the two s\sste
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Table 2 Comparison between the RDI and NORTEK ADP wave mn&ssent systems (source: www.rdinstruments.com,
www.nortek-as.com)

Deployment Acoustic Low period cut-off Accuracy in velocity
depth frequencies (for directional wave measurement
measurement)
RDI 5m 1200kHz (2.5-14m 1.8s (at 5m depth) | +/-0.3% +/-0.3cm/s (120(
Workhorse 20m depth) 3.5s (20m) and 600kHz)
Waves Array 80m 600kHz (5-45m) 7.0s (80m) +/-0.5% +/-0.5cm/s
300kHz (10-80m) (300kHz)
NORTEK 5m 1000kHz (up to 40m 1.5s (5m) 1% +/-0.5cm/s
AWAC 20m depth) 3.1s (20m)
60m 600kHz (up to 60m) 5.5s (60m)

2.2.2.5 Radar systems

HF radar

HF (high frequency) radar provides a land-basechatefor measuring sea surfaces over a relativebelarea, with a typical

operating range of up to 150km. It operates infittguency range of 3-30 MHz and is capable of m@&aguoth directional wave

spectra and surface currents. The system compxiseshoreline transmitters with overlapping transsign regions, located a
sufficient distance apart that their radar bearimgsas close as possible to 90°. Best accurafopisl at the centre of the field
with poorer accuracy as one moves away from theeeldF radar can provide results with a spatisbhation as low as 300m for
short-range systems, increasing to over 3km fagéomanges, with a temporal resolution of as high@minutes.

The system utilises the phenomenon of Bragg saagterf the transmitted waves by ocean waves oftexaalf their frequency.

A Doppler spectrum is obtained from the frequenbprme between the transmitted and back-scattedid veaves due to

reflection from the ocean waves. The Doppler spectcontains two discrete peaks whose frequenciedeaused to determine
the surface currents. Inversion techniques carsbd an the side bands to obtain directional waeetsp.

There are two key advantages to HF radar over BRiy/systems:

e Spatial coverage: HF radar systems can provide une@&nts with a resolution of approximately 1km rome area of
approximately 40km x 40km, at a temporal resolutadnup to 10 minutes.. As the area increases, plagiad resolution
decreases. However, this kind of spatial coverag@dvbe impossible with traditional instrumentation

» Land-based instrumentation: The sitting of the graitters on the shoreline means that any problemsbe resolved without
the need for weather windows and vessel time asdAmrithe case for offshore systems

A number of commercial HF radar systems are availathe three most widely used are compared inerabl

Table 3Comparison of commercial HF radar systems for waegasurement (source: www.helzel.com, www.codar.com,
www.neptuneradar.net)

System Operating Range Spatial Temporal
frequency resolution resolution
WERA 5-50MHz 65-110 km | Up to 250m for 15 mins
(8MHz) short range
30-15 km applications
(16MHz)
15-30 km
(30MH2z)
SeaSonde 4.3-5.4 MHz 140-220 km | 3-12 km (long-
(long-range) (long-range) range)
11.5-14 or 24- 20-75 km 0.5-3 km
27 MHz (standard) (standard
(standard) 15-20 km | 0.2-0.5 km (hi-
24-27 or 40- (hi-res) res)
45MHz
(hi-res)
Pisces 6-40MHz 150km at 0.75-20km 5 mins
10MHz
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X-band radar

X-band radar has a similar operational principléising Bragg scattering as HF radar. However, dasdt of using the longer
electromagnetic (e.m.) waves of the same ordeneasdean wavelengths, X-band radar uses shortwgselength e.m. waves to
interact with the ripples on the sea surface. Riwr eason, X-band radar can only be used for wia&asurement when at least a
light wind is present to generate surface ripples.

X-band radar is used world-wide, primarily as gphig-traffic control and navigational tool. Itiisstalled on almost all offshore
structures and larger vessels. However, it is ptesssd use X-band systems for wave measurementsystéms such as Miros
WAVEX, a vessel-based measurement system, and WalJ@&ich can be used on vessels or from landehzeen specifically
developed for this application. With traditional bénd radar uses, Bragg scattering produces ‘sdtertlmoise which is

subsequently filtered from the record. However,giemwaves modulate the clutter, making them visibléhe radar image,
allowing the image to be processed using an enapinethod of wave spectrum scaling. A disadvant#glis method of wave
measurement is the lack of definitive scaling bemvdack scatter radiation and wave height, meattiatj some form of

calibration measurement such as a wave buoy sheulded for the best accuracy.

2.2.2.6 Satellite measurement

Satellite-based wave measurement differs signifigaftom the previous systems discussed due tocibverage available.
Although spatial coverage is extensive, spatiabltg®n is limited by the satellite’s tracks, aredrporal resolution is low, with
satellites’ repeat cycles, i.e. the length of tiomeil they return to a track, having durations aimg days in some cases. For this
reason, satellite data is less suited to short;teiterspecific nearshore wave resource measureidentever, it is able to provide
excellent long-term datasets for the analysis n§ér-term temporal variability.

The two types of satellite-borne remote sensors lilaae been used for wave measurement are the adtitaeter and the

synthetic aperture radar (SAR), discussed in metaildbelow. A number of satellites carrying oneboth types of sensor are
currently operational, as described in Table 4efample of satellite tracks for three systems asshin Figure 3.

Table 4 Summary of the key currently and previously opeatsatellites carrying radar altimeters and SARnfrTucker and
Pitt).

Launch date End date Radar altimeter SAR

SEASAT 27/06/78 10/10/78 Y Y
GEOSAT 12/03/85 Nov 99 Y
TOPEX/POSEIDON 10/08/92 Y

ERS-1 17/07/91 June 96 Y Y
ERS-2 21/04/95 Y Y
RADARSAT-1 04/11/95 Y
RADARSAT-2 14/12/07 Y
JASON-1 07/12/01 Y

OSTM/JASON-2 15/06/08 Y

ENVISAT 01/03/02 Y Y

-20.0 0.0

Figure 3 Satellite tracks for Europe and the eastern Atta®ttean. The denser the tracks, the longer theititeeval until the
satellite next returns to that location (from Krtagband Barstow, 1999).
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Radar altimeter

Radar altimeters emit pulses vertically downwandatal the sea surface at a high frequency, e.g. p0B@s per second. Echoes
are received from both wave crests and troughsnhgia smeared returned pulse with a slowed ecletiise (i.e. the time

required for the leading edge of the pulse to fisen one-tenth of its final value to nine-tenthBjom the rise time, a value of
H .o can be calculated either theoretically or, moreusately, empirically (Tucker and Pitt, 2001). Résuare averaged over a

large number of returned pulses to eliminate randamiations in amplitude, giving an official accayain the wave height
measurements of approximately +/-0.5m, howeigitdr accuracies are frequently obtained.

The spatial resolution obtained from radar altimeteasurements is generally no better than 7km.itidddlly for coastal
regions, valid data can only be obtained when #tellfe is approaching the land from the seaherttack is running alongshore.
This is because measurements are often misseé biased when the satellite track first moves ftand to sea.

Synthetic aperture radar (SAR)

Synthetic aperture radar (SAR) records images@&#a surface from backscattered radiation ovethsvedong its tracks. These
images can be operated on by a 2-D Fourier tramsforproduce a directional spectrum. This spectmust be inverse using the
complex nonlinear imaging process of the radar litaio a wave directional spectrum. It gives waveth vperiods from
approximately 8s to 25s, but much more limited ightfrequency in the direction perpendicular to tfzeck of the satellite. This
limits in many cases the use of SAR to swell obston This type of spatial resolution is analogtmshat produced by global
wave models at ocean scales. While a standard smidth might be 100km, some satellites such as RRBAT carry a SAR
which can operate in ScanSAR mode, with a swatthkB0fide. Typical spatial resolution for SAR imadges-25m

2.2.3 Quality Control

Whichever measurement device(s) is eventually ahéseecord the wave or tidal characteristics iiniperative that properly
audited quality control measures be put in placeal@ate the data quality. The data user mussfgahemselves that the data
from a secondary source or supplier is not flaviRabrly QC’'d data will lead to errors in the anadysf available resource and the
determination of extreme events. When resourcesassmt is considered then one must remember tleguate quality and
quantity of data must be delivered to satisfy thiéeigon for error limits in the provided parametespectral analysidt is
considered mandatory that consideration/ descriptid the data quality control be given in any sfieegneasurement campaign

In general the data quality control of wave recoiglsnore problematic due to the response charatiteyiof the measuring
devices and the relatively broad-brand form ofdaéa where extremes, although ‘unlikely’ cannobéomatically assumed to
be faulty. Although the general aspects of QC arengortant for tidal stream measurements the taglscontrols may vary from
wave analysis.

There are a variety of tests available which nmaljcatethe presence of various faults and errors withéwewecords. These tests
may be carried out on the original wave time seone®ften on the resulting frequency spectrum ftbetime series.

Faulty data can be generated for a variety of mafmm instrument and transmission errors. Thet ingzortant of these are:

e Generation of spurious large value (spike3his might arise due to faulty electronics oreaoftwithin the
transmitting process (this in turn will be deterednby the transmission power, distance to receigtagion and
weather conditions). Individual spikes of this kiaak often identified through either tests for exte sensor values
(maxima or minima) or statistically through assuimms on the statistical probability of a ‘wave’ erding a
specific, unlikely, range. A small number of spikeii have no influence on an analysis but regldage values that
are not identified and adjusted will bias the valoérecord variance for example.

« Extended constant valueghese can occur from instrument and transmissidaré. They are simply tested for by
keeping a ‘running average’ within the time seriggain small runs of constant values will have tadi influence
on the data and can be compensated by interpoliititis felt that the constant series is too lohgrge data ‘drop-
out’ will lead to the need to reject that data.

< Instrument noiseThe very nature of wave buoys, involving the ‘daulritegration’ of the acceleration signal makes

them liable to distortion, particularly in the lofkequency range (as these are amplified more bydthgble
integration process). Low frequency noise can ofteindentified in the resulting energy spectrunt, dare has to be
taken to ensure that this is not swell. The noese loe removed by filtering in the frequency domamdl then re-
transforming to the wave surface if this is a neagg quantity. High frequency noise (from poor tat electronics)
can be difficult to identify and will have an effean the calculation of spectral moments (partidylan higher
order moments). It is common practice to identifymaximum frequency above which any integration @& n
performed (typically about (0.3 — 0.4 Hz). Thisdome extend is dependent on the sea charactergstitdhe
performance curve of the devices.

< Distortion of the wave fornParticularly in buoy measurements which involvelagae integration and filtering to
be performed there is a danger that poor data tsgused’ in its subsequent integration and praongss-or
example instances have been sited where ‘spiketiandata have been convolved with the filteringcpss to
produce seeming ‘sensible’ large waves. Again,yamalof the frequency of occurrence of these lagents will
provide an indication of too many “unlikely” events

e Test for ‘sensible’ directional variations - medirection and spread parameter (can detect congpes3
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Figure 5: Example of a record with a wave elevation that &atatistically small probability of happening

In the quality control process, extreme care shduddtaken to ensure that the data is not biasethdwery act of quality
checking. It is recommended that:

0] in the first instance errors should only be FLAGGHIDese records should be archived to ensure hkgtrhay be
available if necessary.
(ii) a report on the occurrence and frequency of eaaygéd error should be provided to give some inidinabf

‘problem’ records
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(iii) further visual analysis of the time series or s@entay then help to determine the final qualitygqfarticular record.

It is recommended that prime parameters (Hs, T, @p)inspected visually at the end of each of maevtibn the
monthly reprocessing finishes. If there are oulier suspicious trends then the corresponding $inies or spectral
files and plots should be reviewed.

Quality control tests can be done on the initialeti series (which requires intensive processingafdarge number of tests)

Further, more detailed, description of the problefave analysis in particular is contained in teferences by Tucker (1993),

Tucker and Pitt (2001) and Mackay et al (??7?)

The data quality control of wave measurements isregoing activity. Those interested in more detaijht wish to review the

QUARTOD website —

http://nautilus.baruch.sc.edu/twiki/bin/view
or the Coastal Data Information Program website -
http://cdip.ucsd.edu/?nav=documents&sub=index&emitstric&tz=UT C&pub=public&map_stati=1,2,3

2.3 TIDAL MEASUREMENT

2.3.1 Types of Tidal Data

(i) Time Series

This type of data is gathered and presented ine‘torder”. Tidal stream data is usually collectedaahumber of heights
distributed regularly through the water column, eleging on the measurement sensor. The typical merasat sensor for this
application is the acoustic profiler (see below)eTata may be presented as magnitude and dirgeios) or as orthogonal flow
components. Orthogonal flows in turn may be presgiats (east, north) values, or in beam directiefetive to the instrument
orientation. The doppler samples ‘spot’ flow ratasd a series of these should be averaged oveitablsutime scale for
meaningful results. For initial campaigns an avemggegime of hourly values may be suitable, butdetailed information a
sample average of 10 minutes should be used. Aiteshould be paid to the obtainable accuracy efrtteasurements with
regards to the number of pings averaged. Detailaldibe confirmed in the sensor’s technical refeeen

Other data sources may be HF or X-band radar sgsiéhith can provide information on surface curréses region.
(i) Tidal Parameters

The time series data is analysed for the tidalleegy components. These components may be useddizttidal streams at the
future, although such predictions cannot accounttianges in flow cause by weather and other noiegtie effects.

2.3.2 Tidal Measurement Devices

2.3.2.1 ADPs

The fundamental principle of operation of the AD#fias on the scatter of acoustic energy from withi& water column. The

energy is transmitted into the water from transenitdetector heads (usually piezo-electric mat&riarhe frequency of the

original signal will be shifted according to thiocal velocity of small particles suspended in tloev (the Doppler Effect). The

frequency shifted (scattered) sound is then deddayethe same instrument. The position of the dignthe water is determined
by phase/ time of flight mechanisms and is usuallgraged over a small volume to give a local measent along the beams.
These cells or bins can be chosen by the userbuygically of the order of 0.5 to 1m. The volunfehe cell will depend on the

degree to which the beam diverges as it propagfatesgh the water. This is determined by the tratismhead design and bean
angles are typically of the order of 4 degrees. @ag wish to limit the bin size to matches thehs# tells with the needs of the
measurement or to satisfy the need for a good kignaoise ratio (A larger volume will typically pvide more “signal” at the

cost of lower spatial resolution).

ADP’s are often deployed on the sea bed but capldeed in mid water using subsurface buoys. Thanal the use of higher
frequency instruments, but care has to be takemsare that wave induced motions do not affectribasurements.

Measurements can be made at repetition rates sgvtral per second.

The range of the beam is dependent on the propatithe water thought which it is moving and thegerties of the instrument.
Scatter can be heavily affected by suspended satlithat reduces power (range) rapidly. This is delpat on beam frequency
with higher frequency beam energy being attenutstgr than low frequency.

This means for example that in shallow water fregigs above 1 MHz can be used. The higher frequbeayns can be made to
diverge less and give better measurement resoldtiotleeper water it is not possible to deployrimsients with enough battery
power to support higher frequency beams and onddamypically use ADP units with a frequency of tbheder of 600 MHz.
These beams can penetrate further through the waliemn but will have lower resolution/ accuracy.
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2.3.2.2 Radar Systems
HF radar

HF radar system is a shore based remote sensitgnsysing the over the horizon radar technologyntmitor ocean surface
currents, waves and wind direction [Gurgel et H899]. This long range, high resolution monitorgygtem operates with radio
frequencies between 5 and 50 MHz. A vertical pakdielectromagnetic wave is coupled to the condmiatean surface and
follows the curvature of the earth. The rough ocearface interacts with the radio wave and duehto Bragg effect back-
scattered signals can be detected from ranges & than 200 km. This effect was first described 985 by Crombie [Crombie,
1955] and the first radar system using that effeaxs developed by Barrick et al [Barrick, 1977] @AA in 1977.

The Bragg effect describes the coupling of thetedatagnetic wave with the ocean wave field. Toilfttfe Bragg conditions the
electromagnetic wave length needs to have twicevtheslength as the ocean wave, e.g. for a 30 MHarraignal with Lambda
10 m, the corresponding ocean wave is 5 m. Refliestirom waves that fulfil this condition will gena¢e a dominant signature in
the received signal spectrum due to in-phase suimmat amplitudes.

The accuracy and reliability of ocean current mags been controlled from an extreme dynamic ocesa @aff the French coast
near Brest. A WERA deployment on the Brittany coaft-rance, owned by SHOM (Oceanographical and btydphical
Service of the French Navy) and operated by Actjrpesvides data since few years. The radar opeedtascentre frequency of
12.38 MHz with a bandwidth of 100 kHz (range célkesof 1.5 km) at 30 Watts rf-power. Over a peridanore than 12 months a
study was carried out to validate the quality cf firovided data by means of a comparison with bdetg [Cochin, 2006].
Furthermore the reliability was qualified by comparthe user's demands for data availability witle resulting data. The
accuracy and reliability was studied by SHOM usamgADP and a Wave Rider buoy for ground truthinglfel, 2009]. Both
instruments were located about 30 km off the cdagtre 6 (left) shows a typical current map. The comparibetween the
measurement data of the ADP and the WERA systatispdayed inFigure 6 (right). The corresponding correlation between the
ADP and WERA data, displayed in figure, shows aalation factor of 0.947. This excellent agreenyaatves the accuracy of
the WERA system to measure ocean surface currents.
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Figure 6 Left: surface current map with averaging time &flin and 1.5 km range cell size.
Right: comparison of radial current velocity measuwith WERA and ADP, r: = 0.94.

Synthetic aperture radar (SAR)

Quantitative assessment of the Doppler shifts emeoed in ENVISAT ASAR WSM observations of the imge and persistent
Agulhas Current with variable dominance of sheagnvergence and divergence zones yields promisingultse

(http://soprano.cls.fr/L3/L3_currents.html). Theegter Agulhas Current makes an ideal natural laborafor these WSM

Doppler shift measurements, as will Doppler shitasurements in the presence of mesoscale eddies.spatial (azimuth -
range) resolution of 8 km by 4 km a maximum spesat 2 m/s was obtained in the core of the Agulhasedt with an estimated
error of 0.2 m/s in Doppler velocity at 40° incidenangle. In contrast the weekly mean surface ggwst current derived from
altimetry reached only 0.6-0.7 m/s.



Workpackage 2 EquiMar D2.2

Advancing the quantitative estimation of surface@nt dynamics also implies, especially for incidemngles lower than 40°, to
have an accurate estimation of local wind speeddimedtion to properly account for the sea statpier shift. The lack of such
simultaneous precise wind direction informationitgithe surface current velocities retrieval iniattons when the wind direction
is fast changing and therefore atmospheric mogeiaai is no longer sufficient, such as near atnmesje fronts or rain cells. The
ultimate solution would be to have simultaneoudtecameter information available.

In summary, the results are considered promisingti@ngthening the use of SAR in quantitative igsidf the ocean currents.
However, for the purpose of tidal resource measangnsatellite data is less suited to short-teiite;specific nearshore tidal
measurement because spatial resolution is limiyetthd satellite’s tracks and temporal resolutioloig.

Improvements are being made in the use of satelldeobserve surface currents. The temporal cgeeis, however, rather
sparse. It is not feasible to obtain sufficientadiatr reliable harmonic analysis.

2.3.3 Quality Control

The most likely instrument used to collect a tidakam data for the time being is the ADP. It isessary to ensure that the
collected data is usable before it is processed. ifistrument will report information on the recalvecho signal as well as the
computed stream velocity. Each received data bétwuld be checked to ensure that the echo parasraewithin appropriate
limits, and that sufficient usable blocks are ageth Measurements near the surface layer are likdhe compromised by side-
lobe reflections of the acoustic beams, which caidbntified in the echo data. Another common cadiseror is the presence of
large, solid objects passing the sensor, causspmueous echo return. These are commonly identlied ‘fish-finder’ routine in
the sensor, and can again be identified from eakaity. The existence of these bodies may compreroise or more of the
working beams. Also, an assumption of the ADP metisathat the flow is notionally laminar. By comay velocity estimates
from each acoustic beam, an ‘error’ velocity masoabe determined. This quantity should also beeicign, to validate the
laminar assumption.
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3 WAVE PARAMETERISATION

3.1 REQUIREMENTS

3.1.1 Overview

The requirements for wave parameterisation andachenisation have been produced with primarily wégard to Wave Energy
Converter (WEC) applications. The influence of wawmn Tidal Energy Converters (TECs) is not explictonsidered. The
methods and parameters described are likely, haweyvbe of relevance to the tidal energy community

It is recognised that the information for resouassessment may be obtained from a number of solrbgsical measurements
(e.g. from a wave buoy) usually, but not alwaysord the elevation time series at some particutantpin space. These raw
measurements will not always be available, esggoidien studying archived data. It is probably arenoommon scenario that
only spectral information is available. This willn@st certainly be the case when examining daten frmimerical models.
Numerical models suitable for resource assessmgpbpes examine the transfer of energy in the &eqydomain (i.e. spectral
information). With the high expense and duraticeuired for extensive physical measurement campaiga highly likely that
numerical models will play an ever increasing raheresource assessment. Efforts have therefore lbeanentrated on
understanding parameters that can be extracteddpattral analysis.

The potential data sources and their role in resassessment are illustrated in Figure 7.

1 e 1 ' . 1
Numerical Model —i Deterministic i _,! Ejevation Time History 4—5 Point Measurement& || 4y Measurement
! Model ! 1 Remote Sensing !

Fourier / Directional
Wave Analysis

Point Measurement &
Remote Sensing

S
Zero-crossing !

Analysis !
\ \
(Directional) Energy Spectrum, Directional Information / Wave-by-Wave Parameters
(Frequency Domain) N Spreading Function (Time Domain)

! Summary Statistics
Spectral Density | (Hmo Himaxr T Te 81)
! Scatter Plots & !
! Power Matrices !

_______ juttee.

Resource Assessment

Figure 7 Data sources and analysis methods for wave resassessment

3.1.2 Wave and Sea Characterisation

In order to supply sufficient information for a teogh wave resource analysis the characterisatian marticular site should
provide the following:

1. An estimate of the global parameters (Hgo Ty, To).

2. Provide an estimate of the dominant spectral foite,component seas (e.g. wind seas and swell) dmdtidnal
characteristics.

3. Provide statistics on selected parameters obtathesligh wave by wave analysis (i.e. parameters aciarising
individual waves and crests).
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4. Identify potential for significant spatial variatiand quantify the variation through measurememtsnodelling results)
where possible.

5. Provide measurements or modelling results overatidm which allows analysis of seasonal and annahtions.

3.2 WAVE PARAMETERS FORRESOURCEASSESSMENT

3.2.1 Wave Parameter Calculation

A number of wave parameters are of relevance tcchiaacterisation of the wave resource. These rdsthee derived either
directly from the time-series (wave-by-wave anaysir through analysis conducted in the frequeramyaln (spectral analysis).
Some of these parameters may be inferred througtencal modelling, in particular those derived frgpectral analysis.

3.2.2 Selected Wave Parameters

3.2.2.1 Energy Spectrum

The energy spectrum is the basis for majority @bgl wave parameters (e€fmo, Te: Tp). The wave spectrum describes the
relationship betweeSpectral Densitym?s) and frequency (Hz). Wave spectra may be defimtedwo categories:

1. Discrete Spectra: Obtained from a recorded elevation time seriesuthinoFourier analysis, the spectral density is
described at discrete frequencies. Some form ofoimiing is usually applied (e.g. “windowing”) to @ meaningful
interpretation of the noisy raw spectrum.

2. Parametric Spectra: Described as a function of global parameters, lstl, and T, (along with others) a parametric
spectrum describes the spectral density as a émcti frequency. Parametric spectra have sevegications. These
include: providing an estimate of the spectrum whemly global parameter statistics are availableere the fit to the
measured discrete spectra is acceptable, pararspaatra are an effective method for the charaetgoin of a particular
site or region.

The energy spectrum may be provided in directi@ra non-directional forms. The established coneents to describe the
spectrum in non-directional forifs(f)) which is expanded by d@irectional distribution(D(f,6)) to give the directional spectrum
(E(F.0)) as,

E(f,0)=S( f)0X f,6) 1)

The directional distribution may be given as addatiscrete values over a range of frequenciesdiedtions but this is relatively
rare. It is more common for measurements to bengigea set of Fourier coefficients over the rarfgtiserete frequency values.
Where detailed directional information is unava#alor where a parametric approximation of distiitnutis desirable, the
directional characteristics may be described usirgpreading function. The most commonly applieegaging function is the
cog® description and distributions obtained from Maximé&ntropy Method (MEM) which allows for multimoddistributions.
See 83.3.1.3 for more information.

3.2.2.2 Spectral Moments

The spectral moments are keystone of frequency thoamalysis. The most commonly required momentsrasem,, m,, m, and
m,. The zeroth moment @ghis equivalent to the variance of the elevatiometiseries. Caution must be exercised when calaglati
the higher order moments as they may be unrealistidominated by high frequency components ofghergy spectrum. This
issue may be mitigated by applying an appropriateftfrequency limiting the range of the spectrum.

The A"spectral moment is defined as:

w:j:f“[s(f)df @

When examining discrete spectra, or where the sgiefainction cannot be solved analytically, thddwling approximation may
be applied to calculate the spectral moments:

m, =Y., " (S(f)Bf ®

Selected spectral moment expressions (expresstuhetions ofHyo T, and other parameters) are given in ITTC 2003 fer th
commonly applied parametric spectra.

3.2.2.3 Spectral Bandwidth

The bandwidth of a spectrum may be characterisedugih a number of dimensionlesgsmndwidth parametersThe
characterisation of bandwidth is of importance $exeral reasons. Where a WEC'’s performance is ieadak a function of
frequency the application of a bandwidth paramptaentially allows for a high level assessment sfta or region’s suitability
without recourse to examination of the full spegtru
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The recommendeskea-state bandwidth parametas also adopted by the MRP¥eliminary Wave Energy Device Performance
Protocolis defined:

{390

The above formulation is recommended as it mitg#&esues encounters in other formulations thahigieer order moments (e.g.
my).

3.2.2.4 Significant Wave Height

The termsignificant wave heightnds to be somewhat ambiguous. Traditionally s defined as the average of the 1/3 largest
waves in a record, denoted agsHAN alternative definition is through the standdeviation §) of the elevation time seriebl{ =
4 ). These are both time-domain definitions (i.ecakdted from direct analysis of the elevation tisegies).

Hmo is @ measure of significant wave height calculakedugh spectral analysibl{, = 4-my*?). This parameter is preferred to the
time domain based parameters. The notatlgfior significant wave height is ambiguous in terofists definition and should be
avoided.

3.2.2.5 Mean Wave Period

The mean (zero-crossing) wave peridg) (s strictly defined as the average of the waveopls obtained through a zero-crossing
analysis of the measured elevation time serigs.reicommended, however, that the mean periodésileéed through analysis of
the wave spectrum to allow for a consistent apgrdacdifferent data sources (e.g. wave buoys veerical models).

Two common frequency domain estimates of mean genieT,; andT,:

T01=%; Tozzwf%- (5)

To,» provides an approximation of the time-domain zenwssing periodT).

3.2.2.6 Energy Wave Period
A statistic often utilised when characterising Weve resource is the energy periag(

7= ©)

m,

The power output of a particular device may be diesd using a multi-dimensional power matrix. Thewer matrix will
typically be based oHl,,c and a parametric period. The use of the energggenay be preferable to mean wave period asst les
influenced by high frequency energy (particularlyem compared td,,). The energy period has no time-domain equivadelt
must be calculated from the spectrum. In cases evbely limited summary statistics are availableigglly Hyno Tp, T) it is
necessary to assume a parametric spectrum fronhvifiis calculated.

3.2.2.7 Maximum Wave and Crest Heights

The maximum wave heighH(,,,) and crest heightQr.,) are the largest values measured over a defingoldpef time. These are
time domain parameters calculated through zercsorgsnalysis of the time series (see §3.5).

3.2.2.8 Wave Steepness

Wave steepness)(parameters may characterise a sea (i.e. globafrders) or individual waves. A particular sedestaay be
characterised by the peak steepness

H
s, = —™ (7)
Lp

Where Lyis the wavelength associated with the peak pefigd (

3.2.29 Wave Power Level
The wave power level is a measure of the powelahai per unit of crest length in a unidirectiorad. It is expressed as

szpcgjsmm:gdf

where g is the wavegroup velocity andis the wave phase velocity

1 2k h
Cq ==Cp|l It ———— (8)
2 sinh2 [k [h
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g 1/2
C, = (? tanhk Elhj 9)
k is the wave number corresponding to the energp@é€r.) where
2[n

k=—>" 10

1 (10)
and

2

L= 9T EltanhZDTDh (11)

2ur L

whereh is the water depth.
In deep water the wave power level may be calcdldiesctly fromHme andT,,

2
p =P 2o (12)
6401

3.3 WAVE SPECTRA

Wave spectra can be split into two basic catego8eectra derived through analysis of a particulave record and parametric
spectra calculated as a function of a set of pdatiqgparameters (e.g. wind speed, fetdh, Tpetc.).

3.3.1 Spectral Analysis

The raw measurement from a wave buoy or gauge stsnsi an elevation time series. In order to reprethis measurement in
the frequency domain (as an energy spectrum) a euoftassumptions must be made.

It is assumed that the recorded period may be asdumbe a stationary process. In basic termgehjgires that the spectrum is
valid throughout the period of measurement (e.gnf0utes for typical wave buoy). This assumptiotl Wwe more valid for
shorter time periods, although this will, in turagduce confidence in the calculated spectrum.

3.3.1.1 Fourier Analysis Methods

Fourier analysis is relatively straightforward toply mathematically. The resulting spectrum is, boer, very “noisy” as the
energy at the discrete frequencies calculated limited duration is highly variable. In order toogiuce a meaningful spectrum
some form of smoothing must be applied to the rawrier transform. The level of smoothing must beeftdly determined to
preserve the underlying structure of the spectrachia a trade-off between the estimation bias &ednbise on the spectrum.
Over-smoothing of the spectrum may hide featuref s multi-modality and change the bandwidth dtersstics.

3.3.1.2 Spectral Resolution

Measured spectra are defined along a discretedreyuvector with a minimum and maximum frequendye Tipper limit of the
resolution is limited by the duration of the eléoattime history. The recommended minimum frequemsplution is 0.01 Hz.

The lower cutoff frequency should be in the rand#2b-0.05 Hz. The recommended upper cutoff frequésn®.5 Hz. There are
several reasons for setting consistent cutoff feegies.

e It is not possible to derive the spectrum for valbégher than the Nyquist frequency) (fSpectral energy beyond this
point is a mirror of the values for f < &nd thus presents a potential source of signifieandr, particular when
calculating higher order moments. The Nyquist fezty is a function of the measurement systems sagnfsgequency

(fsamp:
fc = i = l fsamp
20t 2

« The measurement device will have a range over wihiefll operate effectively. A wave buoy may nédy example, be
capable of accurately analysing high frequency el@mof the spectrum. Wave buoys may also haviedif§ resolving
low frequency energy due to the resulting low a@elons.

(13)

* The “long tail” of spectra with high cutoff frequeias will have a disproportionably large influerare the higher order
spectral moments (e.gy, my). These higher order moments are used in someumezasf wave periodrf ) and spectral
bandwidth. Given that different measurement devi@g. buoys vs. wave staff) will have differentpahilities in
resolving these high frequency components it isoirtgmt to apply a consistent approach in ordertalpce comparable
results.

A certain amount of energy will be discarded frdme &analysis by applying cutoff frequencies. Whhe tevel of discarded
energy will vary depending on the spectral formghting of consistent limits allows this effectt® understood better. In reality,
the energy discarded by the imposition of a cutief§uency will be small. The influence of cutoféfuencies may be studied
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theoretically through analysis of the JONSWAP spaut as illustrated below in Figure 8 (upper cytaffid Figure 9 (lower
cutoff). In this example the cutoff frequency haeb expressed as a ratio to the peak frequencyfi.g/ fy).
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Figure 8 Relative change in kh and T, with changing upper cutoff frequency (JONSWAP s$pan withy = 3.3)
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It is observed in the above analysis that the upptaff frequency produces a variation in HmO ardiT the order of 3% at low
cutoff frequencies. In reality the relative uppetatf frequency (fmax / fp) will have a value inetlorder to 4-6. At these levels

EquiMar

D2.2

the error in HMO and Te is less than 0.5%. Sifyilamall variations are seen in the analysis ofltheer cutoff frequency.

3.3.1.3 Directional Distributions

The energy spectrum describes the mean energyablait a certain frequency. The direction of epgngpagation at a certain
frequency is described through the application difectional distributionD(f, &) .

The directional distribution allows the proportioh energy propagating over a directional range @odescribed for a given
frequency of the spectrum. This distribution maydedéined as a matrix describing discrete values thve range of frequencies

and directions. It is more common, however, fordigribution to be described as a Fourier senesfparticular frequency:

D(f,6) :%T+7172’i:[a1 [eosB )+ b, Csin(d }

In the majority of cases (e.g. from a buoy or otkiegle point measurement) only four Fourier cogfits will be available (i.e.

(14)

ag, by, &, ). The acoefficient is not usually explicitly included ads equal to unity by definition.

Surface elevation
time series

Non-directional Spectrum S(f)

Frequency range
0.05 — 0.5 Hz

Frequency resolution
0.01 Hz

Time Series

Wave buoy

Acoustic Doppler Profiler (ADP)

Directional Spectrum
E(f,0) =S(f)[D(f,6)

Summary Parameters

Spectral

Parameters including:
Significant wave height H,,o
Energy Period T,

Required for

— Resource characterisation (early stage)

— High level reporting

— Energy production operations and planning

Directional

Mean wave direction for each discrete
frequency 6,,(f)

Mean wave direction &,

Required for
— Resource characterisation (early stage)
— High level reporting

Time series triplet
- Accelerations

- Velocities

- Displacements

Truncated Fourier Series (TFS)
a,, and b, , Fourier coefficients are available from the
cross-spectra of the time series.

D(f.6) =Y nfi/2+a, [£0s@) +b, (5in(6) i

+a, [£0s@H) +b, [3in(2[H)] ;
TFS is not strictly a distribution. The fitting of a model E
of distribution is mandatory. 1

Fitted Spreading Functions

Cos2s
Fitted on a,, by. s, 6,,, are frequency dependent.

D(f,8) = N(s) co§s(%j

Required /suitable for E
— Resource characterisation modelling 1
— Site assessment modelling in the absence of a E
detailed directional spectrum !
Maximum Entropy Method (MEM) H
Fitted on a, ,, by ,. Ay 12, V1, are frequency dependent. i
D(f,6) = exqA, - A, [cos@) - y, [sin(®) E

- A, [£0s@[B) - y, (Bin(2[B)] ;
MEM is preferred for complex multi-modal seas (very i
close peak frequencies in different directions) |

Required for

— Detailed site assessment

— Detailed (site assessment) model input
— Engineering design

Figure 10 Calculation of the directional spectrum from the tane series data
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The Directional Distribution Function or Directidrnapreading Function (DSH)(f,8) can be estimated from measured data by
various methods [ Benoit et al., 1997]
a. Fourier Series decomposition method
(i) Truncated Fourier Series decomposition method
(i) Weighted Fourier Series decomposition method
b. Parametrical methods
(i) Direct fitting to parametrical models
(ii) Statistical fitting to unimodal parametricalodels
c. Maximum Likelihood methods
(i) Maximum Likelihood Method (MLM)
(ii) Iterative Maximum Likelihood Methods (IMLM)
(i) Eigenvector methods
(iv) Long-Hasselmann method
(v) Maximum Entropy Method
(vi) Extended Maximum Entropy Principle
(vii) Bayesian Directional Method

co05°® parametric direcfional funcion
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Figure 11 cos™ parametric directional function for various spriegdvalues (s)

In the absence of measured directional distribufimetions, a theoretical function can be used. ftygular models are
(a) Cos-2s model (Longuet-Higgins et al, 1963, Mitsuagtal, 1975, Hasselmann et al, 1980):

p(f,o) =2 Fs+D) co§5[ (e'go)j (15)
T T(2s+1) 2

where, () is the Gamma function and ’s’ is a function of thave frequencygis the wave direction and, is the mean wave
direction. For practical purposes the value ot@'responding to the peak of the spectrum is {iBecker & Pitt, 2001].

Mitsuaysu et al, 1975 proposed values for ’s’,

s= | (16)



Workpackage 2 EquiMar D2.2

wheres, is the value of ‘s’ at the spectral pegkand is given by

U -25
S =11.'{Cl°] 17
p

Where Uy is the wind speed at 10m above sea level@rdy/ 2771, is the deepwater phase speed at the spectral peak
From North Sea project JONSWAP, Hasselmann e980,1proposed,

4.06
6.97[fJ f <1.08
f P
p

s= (18)

u

9.77{f] f=1.05
f p
P

Where, u is related with wave age by

U=-2.33- 1.4{UlO - 1.13 (19)

G

(b) The Wrapped-Normal distribution

_ 1 ©-6,)
D(f,B)—a\/ETex 202] (20)

where, o is the ‘rms’ angular spread and is a function efjfrency.
(c) Cos'model (Longuet-Higgins et al, 1963, MitsuaysuleiLl875, Hasselmann et al, 1980):

n
F(1+7j
=2/ _cog(6-8) for-mIxO-8,<+m 12
o0~ e L,1]

0 elsewhere

(21)

where,(.) is the Gamma function. Typical values of ‘n’ foing sea are n= 2 to 4 and for swe#l 4

3.3.2 Parametric Spectra

A parametric spectrum is defined as a function efuanber of oceanographic parameters. Traditiorthidy are functions of
geographical and meteorological parameters (etch nd wind speed at a defined altitude). Forre®ying purposes it is more
useful to define the spectra in terms of the glgaabmeters (i.e. K T, etc.).

The most common formulations encountered are thess@&i-Moskowitz (P-M) and JONSWAP spectra.

3.3.2.1 Pierson-Moskowitz Spectrum
The P-M spectrum is based upon the assumptionlgfdeveloped seas with effectively infinite fetch.is given by

4\ f,

-4
S(f) = a g2m) ™ Foex —E[i) (22)

where, f, = peak frequency of the spectrum= Philips constant = 0.0081

3.3.2.2 JONSWAP Spectrum

The JONSWAP spectrum is an empirical spectrum bottef measurements made in the North Sea (Haaselet al, 1973) to
take into account the limited fetch and non-saadtateas. The JONSWAP spectrum is a function @f M, andy (the Peak
Enhancement Factor) where<ly < 7. The spectrum becomes progressively more navenwled with increasing The spectrum
may be regarded as a modified P-M formula. The J@WB spectrum is expressed as
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- _(f_fp)z}
4 ex 2.2
S(f)=a @@m) ™ Sex —g[iJ y { s
p

; (23)

where, f,= peak frequency of the spectruna; = Philips constant = 0.0081y= peak enhancement parameter, which is the

ratio of the maximum spectral energy to the maximafthe corresponding Pierson-Moskowitz (PM) speutt and for this
spectrumy =1.

o = , 0, and g, define the left and right side widths of the speaat

o, for f<if,
o, for fz=f,

A mean Jonswap spectrum is definedjby3.3, o, = 0.07 and g, = 0.09.

3.3.2.3 Spectral Formula Selection and Fitting
Parametric spectra may be used for a variety gigaes which will in turn influence the selectiortloé formula. Uses include:

To produce a spectra where only limited summarissies are available (e.g. significant wave heiglgak period, mean period
etc.). The choice of spectra will influence thecaddtion of parameters such as the energy periudl,other parameters derived
from the spectral moment.

To produce a spectral input to a numerical modeadreta full spectral description is not availabledesirable).

To provide a parametric fit to a measured elevatiore history. If a parametric spectrum providegoad fit to the measured
spectra it may be used as the basis of a regioodéhto characterise a particular location.

In deep water with no fetch limitations the P-M &pem may provide a good approximation for actymdcirum. In cases where
the sea states are more complex, however, the JG¥PS$fgectrum should be considered as the most désif@mulation. This
requires some basis for the choice ¢fthe peak enhancement factor). A common choite ise an average value of 3.3.

3.3.3 Spectral Partitioning

The most comprehensive description of a sea-stafgrdvided by its energy spectral density or dioga spectrum which
characterises the distribution of wave energy dsnation of joint frequency and direction (see aiovFor engineering and
design purposes, when using analytical models,tspedensities are usually approximated by meamarimetric functions
(JONSWAP, Pierson-Moskowitz, Bretschneider, ITTE )etwhich analytical definition was obtained fratatistical analysis of
large data bases. These functions are charactdrisedset of parameters which can be derived frpettsal momentsn, and
which can be related to statistical propertieseafstates.

Main parameters are the significant wave heibly, which is related to the global energy level of Hea state, a period (either
the mean or peak period) and a direction (eitheamuiirection or direction at peak period).

Because of its unimodal form (one single peak ainglction), such a parametric representation indwucésss of information.
Especially it does not allow an accurate depictboomplex sea-states, superimpositions of two oremvave systems, such as
wind-sea and swells. Complex, or multimodal segestare more frequent than generally assumed. addl description would
lead for instance to an erroneous estimate of #tmaed power for an energy converter with a gigpectral bandwidth
(Kerbiriou 2007). This would be even worse if calgsing a device with sensitivity to wave directibtya

Methods have been developed (Hanson 2001, KerbR@r) for partitioning sea-states into wave systdrom analysis of

directional spectra. Such methods allow splittimg ¢nergy between the existing wave systems; ezfated by a peak so that the
directional spectrum can be described as the suimmatf parametric unimodal frequency spectra, easbociated with a

direction and a directional distribution.

Energy distribution as a function of frequency aftle wave system is characterized by any of thelysarametric functions
(fitting the most appropriate). Energy distributias a function of direction is also characterizgdlparametric function. One of
the most widely used is the ésfunction (Mitsuyatsu, 1975) where s is the direatl spreading but other alternative
distributions such as Gaussian, Poisson, von Miaesalso be applied.

One has to note that in spite of advanced methads &s the Maximum Entropy Method (Lygre and Kradst986, Benoit & al.
1997), it is difficult to provide an accurate esib@ of the directional distribution of the wave cfpem. Characterization of
directionality of wave systems remains of major amipnce not only for long term power assessmentlsat for management of
marine operation and survivability studies.
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3.4 SEA STATE STATISTICS

3.4.1 Scatter Diagrams

Scatter diagrams allow the presentation and arsabfyfsmultiple sea states measured over a peridonef at a certain location.
These diagrams should plbtt,, against a measure of peridd (T, To, or Te) in tabular form, although other combinations of
parameters may be used. Each bin in the table sfalésent the relative frequency of occurrencehaf particular Hq-T*
combination.

Scatter diagrams illustratingd,,o and T, shall be produced to allow direct calculation lué inean wave power. If records ofH
and T, are not available due to the historic nature ofdhtaset this limitation should be noted and adttve scatter diagrams
produced using significant wave heighli g or H,) and mean periodrf, T, or Toy).

Scatter diagrams shall be produced to summariseatimreial wave resource. Seasonal diagrams corresgona winter
(December, January, Februargpring (March, April, May), summer(June, July, August) andutumn (September, October,
November) may additionally be presented.

Scatter diagrams shall meet the following requinatsie

» Each bin shall display the cumulative occurrendetheH,,c-T* pair. Normalised scatter diagrams may additionbéy
presented, but the total number of data points naest be stated.

*  Hpobins shall be defined in 0.5m intervals over thegea0.5 to 15m
*  Wave period T, Toe To2) bins shall be defined in 0.5s intervals overrdmege 0.5s to 25s
» Bin boundaries shall be defined by the relationslojer limit < H.,o, To< upper limit

e The minimum and maximum bins shall have no loweat apper limit respectively. i.e. all }g observations exceeding
12m shall be contained within the largest bin. Eiall be reflected in the axis labels

Scatter diagrams displaying.q¢ T pairings may be translated into expected gross vpmweer levels (83.2.2.9). If the power
output of a particular WEC is being considered ihécessary to refer to thewer matrix The power matrix gives the expected
power output (in kW) for a particular combinatiohHy, and period (typicallyfe), calculated from a combination of tank testing,
site testing and numerical modelling.

3.4.2 Power Matrices

Scatter diagrams characterise the sea state antbenased (in the case of|HT. pairings) may be translated into expected gross
wave power levels (83.2.2.9). If the power outpligarticular WEC is being considered it is neaegso refer to thepower
matrix. The power matrix gives the expected power outipuk\W) for a particular combination of g and period (typically d).
Typically this data will be from a combination aink testing, site testing and numerical modelling.

While device specific characteristics are outwith scope of this work, it is recommended that ik@omatrices are applied they
be produced in line with the applicable recommeindatfor scatter diagrams given above (i.e. liraitsl resolution of the axes).

It should be noted that it is not likely to be gbksto fully express the device power output ascfion of Hy and T.. It is
important to know the conditions under which thevpooutput is defined so as to make an informegdégutent as to its validity
at a particular site. For example, the power oufioputa particular Hq-Te pair is likely to be predicted using an idealised
parametric spectrum (83.3.2) and simple spreadingtion. Examination of directional spectra atdeployment site is necessary
to understand the validity of these assumptions.

3.5 WAVE BY WAVE ANALYSIS

Wave by wave analysiefers to the process of analysing the elevaiime thistory at a particular site. This analysis myaid
both integrated (e.g. significant wave height) amdividual wave parameters (e.g. heights and psjiolhdividual wave forms
may be of importance to the assessment of deviderpgance and survivability. Many of these paramsetaay be expressed
probabilistically through the use of parametrichmbility distributions.

Wave by wave analysis will not usually be requifedresource assessment purposes and it is natnreeaded that this type of
analysis is used to obtain integrated parametaferrhation describing individual wave forms maywswer, be required for
some studies and for engineering design purposes.

3.5.1 Zero-Crossing Analysis

3.5.1.1 Zero-Crossing Definitions

The elevation time series is divided into individuaves by similar zero-crossing, either up or dowhe choice of up or down
crossing makes little or no difference to the glaatistics the distinction may be important wiexamining the largest events. If
large, or steep, crest fronts are of importanceetdce performance it is intuitively more corregtdefine the wave through zero
down-crossing analysis (as the wave will have tbhagh preceding the crest). The distinction betwtherzero crossing waves is
usually only of importance when examining the waegght, period and steepness. More detailed ctaisation of the wave

3—23
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form involves dividing each crest and trough inbmtsegments, with four segments forming a compledge. This approach
allows for the calculation of a number of paranmgtas outlined in §3.5.2 below.

T
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v V
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\ 4

Tcl c2
Time —>

Figure 12 Zero-Crossing Definitions

The definitions of individual wave height and periare described graphically in Figure 12. Alsositated are the time intervals
associated with describing portions of an individdiswn-crossing wave. The simplest time intervalhis zero crossing period.
The wave may then be further decomposed into #stcand trough components. The associated durat@ysare usually
referred to as the crest and trough periodafid T respectively), although the use of term “periosi'hbt strictly correct. The
crest and troughs may be further divided into theont” and “back” sections. Thus a zero down-giog wave is described by
two elevation parameters {&nd A) and four time parameters (denoted hereasl, Tci, Teo). The successive wave parameters
are denoted as ([, T'w, T'cr, T'c2)-

3.5.1.2 Mean Water Level Correction

In a laboratory setting the zero-crossing points @efined as the point at which the surface elemgpasses through the mean
level (MWL). Tidal variations make the definitiori the SWL more complex for measurements made atisehe case of records
not exceeding several hours (i.e. less than hidfad cycle) a parabolic fit to the elevation timistory may be used to correct the
MWL. This is particularly important for recordingedices mounted to a fixed reference point, sucHafgpms and coastal
structures. It is less critical for floating devsceuch as wave buoys which may not be capablesolviag these very low
frequency components.

3.5.1.3 Sampling Rate and Interpolation

An elevation time-series consists of a number s¢mite data points, usually logged at a constagu&ncy. If the sampling rate is
high relative to the height and length of the wéwe value of the zero-crossing and turning poingsy pe taken as the nearest
appropriate data point. This will introduce an ic@@cy when calculating the individual periods #éimel values of the crest and
trough amplitudes will be underestimated. Givert thave buoys commonly archive data at only 1 Hznegeite large waves
may be described by relatively few data points.(&.d.0). It is therefore necessary to apply somenfof interpolation and
extrapolation to correctly calculate the crossing turning points.

Goda (2000) recommends a simple linear interpaidtio the calculation of the zero crossing poird arparabolic fit (using three
data points) for the calculation of the crest andgh amplitude.

82
47TA

,7crest/trough = C - (24)

where
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1
AzE(”i—l - 210, +,7i+1)’ (25)
1
B :§(0i+1 _’7i—1) (26)
and
C=n,. (27)

i is the largest positive or negative (for crest motdigh respectively) discrete elevation measurerty@éng between two zero-
crossing points. The same parabolic relationship beaused to estimate the crest/trough time:

=t -AtOo— (28)
2[A

whereAt is the sampling interval.

While the above method is straightforward to agpbylinear interpolation is visually incorrect wheaimple rate is relatively low.
Anomalies may also be encountered when the lindargolation and parabolic fit share the same gatats, as may occur with
the smallest waves in a record. While these smalles may not be of interest they may introduce tigacdifficulties when
processing large datasets.

2
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I Spline Interpolation
Spline Fit
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Figure 13 Zero-crossing, crest and troughs interpolated ugiagnethod of Goda (2000) and a least-squaresbit spline
(piecewise polynomial).
The alternative approach explored here is to fiiexewise polynomial (cubic spline) to the elevatione series using a least-
squares method. The region between each data igoitgscribed by a degree 4 polynomial, as illusttah Figure 13. Zero-

crossing points may be interpolated by taking ties of the polynomials crossing the mean wateglle®rests and troughs are
identified from the derivatives of the polynomials.

3.5.2 Wave Shape Characterisation

Wave height and crest statistics may not alwaysufficient to predict a MEC’s behaviour at a parkér site. It may be the case
that both the wave magnitude and its shape areriamowhen assessing the response of the deviae.eXact nature of this
response will be dependent on the design of theiduhl device. There are, however, a number capeters which may be used
to characterise the shape of an individual wave¢ation of a wave). Details of these parametezsoaitlined below.

The steepness of an individual wave is the ratioeddht to length:

L .

The wavelengthl() is calculated from the dispersion relationship
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L=—9 (72 DtanhZ[L[h, (30)
207 L
whereh is the water depth. In deep water the relationsidluces to
2
L=90" (31)
20r

The steepness)(is a fairly simple definition of wave shape agiites no indication on the form of the wave betwte crest and
the preceding trough. An alternative method (Mydhaual, 1986) is the crest front steepness

Sy = as
i (g/ZDT) D-D |:I-Cl '

(32)
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4 TIDAL PARAMETERISATION

4.1 DESCRIPTION

1
1 Tidal Stream
1 Harmonic Analysis

________ T

Tidal Constituents

________ [

E Tidal Prediction

________ |

Stream Forecast

________ [

E Power Prediction ;

________ e

Power Curve

l

Resource Assessment

Velocity Distribution i
Statistical Analysis |

I
|
L

Statistical Description

Figure 14 Data sources and analysis methods for tidal rescagsessment

The principal goal is to determine the power getiemacapability of a tidal flow. The available powa a tidal stream is
proportional to the cube of the flow speed. Thhe,tbtal energy available is

E, = I PAUdt (33)
t

wherepis the density of the water, u is the flow speed A is the flow cross-sectional area.

The principal characterisation of the tidal flow whether a tide is diurnal or semi-diurnal. Thissimply whether a site
experiences one or two tides per day. More generaltidal signal is usually described by the camabibn of number of signals
of different frequencies. The principal tidal sigigusually the moons twice-daily tide. This compat follows the moon with a
mean rotational period of 12.42 hours. This is camiyknown as the Mtide. The sun’s twice daily tide is commonly knoas
the S tide, and follows the sun with a period of 12 fdrhe timing of high tide in relation to the pasit of the sun and moon in
the sky changes according to location. The interadf the lunar and solar tides leads to the gpnisap cycle.
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Spring/Neap cycle
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Figure 15 (a): Spring/Neap cycle
When the lunar and solar signals are in phasetidiee are higher, and when the signals are ouhat®, they are lower. The
principal daily constituents are generally the ludaily signal, with a period of 25.82 hours, knoas O1 and a combined luni-
solar signal called the K1 tide, with a period & 23 hours. The factor F = (KO,)/(M,+S,) generally distinguishes diurnal
(F>3)and semi-diurnal tides(F<0.25), with mixedesdof (0.25<F<3). Analysis of tidal elevations osefficiently long records
shows a large number of components. NOAA typicpityvide 37 constituents for principal tidal stagon

In shallow water, typical of tidal MECS, higher drgeency components such ag &hd M, are known. These change the shape of

the tidal curve from a plain sinusoid to some othkape. Statistical properties of the flow may blated to these higher
harmonics.

A tidal current in a channel is usually low or zetdimes of high and low tidal elevation (slackievy and has a peak flow as the
water level passes somewhere near the mean levisleXample shows data taken at the EMEC test site.
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Tides
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Figure 16 (b): Tidal current

The tidal currents can be analysed for harmonicpmomants in the same way as the tidal heights. Raesisation is performed to
describe the general trends of the tidal signal.

Tidal analysis is used to determine the magnituléhe flow over timescales of minutes and hourssoAbf interest to the
developer are the characteristics of the flow mamonds (usually caused by local waves) and suindetimescales (generally
referred to as turbulence).

The quantification of turbulence is a topic of oimgpresearch.

4.2 PARAMETERISATION METHODS
4.2.1 Tidal Analysis

4.2.1.1 Harmonic Analysis

The classical method of tidal analysis is the hanim@nalysis referred to above. The signal is dgmmsad into a number of
components, and the process may be shown as

n= z Ao COSW ot — B ist ={M,,S,,0,, K, B,Q,,N,,K,,M,,...}, wherewamis the frequency, angham
harm={list}
is the phase of compondmarm.

The number of components that may be resolved permt#ent on the available length of data to analgsethe frequencies of
many of the components are rather close. The psasdsghly detailed, and reference should be ntadedocument such as the
Admiralty Manual of Tides.

A minimum of 14 days analysis is needed to restiieeM, and S tides. The present recommendation from DECC is3Balays
analysis is required to distinguish enough comptatm TEC power estimation.

Analysis of tidal streams at a series of vertiegieks is required establish the vertical profiteacure.

4.2.1.2 Fourier analysis

Harmonic analysis only extracts from the observetithe astronomical signals in the record. An ai#téve method is the use of
fourier analysis, which decomposes the signaliiatularly spaced frequencies.

N
n=> Acos(ut-¢) (34)
=1

The analysed frequencies no longer correspondetagtronomic components. This method however magatenon-gravitational
influences, and meteorological noise in the sigi&is may be of particular benefit to studying stosurges. The principal
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drawback in this method is the requirement for ldiaga sets. Generally satisfactory results canaatbiained for observations
shorter than a year.

4.2.1.3 Statistical analysis

The available energy in a flow will vary accorditg theshape of the tidal signal. To illustrate, sidar two following two
example tidal flows. These are composed of gntile of 1m/s and an Mtide of 0.5 m/s. The phases of the respective M4
components are however different.

Tidal Flow Case 0

15

Flow
— M2
M4

Stream [m/s]

-0.5

-1.5
Hours

Tidal Flow Case 1

15

o
«

Flow
— M2

Stream [m/s]

S
[6)]

-1.5
Hours

Figure 17 (c): Tidal flow

Case 0 has a phase difference of 0 between theigmals. The tidal stream has a maximum flood bints and a maximum ebb
of 0.75 m/s. Case 1 has a phase difference of ajppately 3.1 hours (in fact, half of the periodMf) between the two signals,
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and has maximum flood and ebb both of 1.30 m/s. &tmlable power density for case O is approxinyafd.2 ni/s’, and the
power density for case 1 is approximately 56°1sm

Plotting the change in power with regard tq Mg, it can be seen that case 1 is the maximunmep@noduction for a signal
compose purely of Mand M, and case 0 is the minimum.
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Figure 18 (d): Tidal power
Also indicated are the statistical skewness anthrnee for comparison. These are parameterisatibtfiecasymmetric nature of
the flow, and hence the ‘balance’ of power productietween ebb and flood.

Comparisons may also be made by the exceedence fighis illustrates the proportion of time at whig particular power level
may be generated. (Typically, a TEC will have ainugpeed, below which there is no generation. Thimt reflected here.) It is
found for example that with case 0, power producit®at 1 m”3/s*3 for only 20% of the cycle, wheréar case 1 this threshold
is reached 30% of the time. Considering then thestiold of 2 s’ the position is reversed with case 0 generating @bove
this point for about 15% of the time compared teeca with only 10%.
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Figure 19 (e): Tidal power exceedence
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4.2.2 Turbulence analysis

The measurement of turbulence is important for icemations of blade loading with varying flows. Tweeasures are presently
used, and the topic is still the subject of mudeagch.

4.2.2.1 Turbulence Intensity
The flow may be characterised by assuming the nitsteeous flowJ; is the sum of the mean flow plus the local insiagbus

variation. Thus,
- o N
U =U+0, U :iZUi (35)
N =
R 1. a
thenu =,/—U,,TI ==x100% (36)
N U

The calculated intensity is sensitive to the spagisolution of the measurement. The averagingtleNgalso needs careful choice
to provide a satisfactory smoothing of the meamwfldurbulence intensity provides no indication bk tfrequency of the
variation, or the spatial scale.

4.2.2.2 Auto spectral density

Fourier analysis of the horizontal and verticaloaities can yield information on the frequency amdirectly the spatial scale of
the velocity fluctuations. Results from this an#dyare limited however by the measurement techni§gaehe measuring volume
of a typical ADP increases with distance from thesor, the cut-off frequency of turbulence measerdmnecessarily reduces.
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5 WAVE-CURRENT INTERACTION

5.1 GENERAL

Wave-current interaction is an important issuenfimdelling of ocean renewable energy converterdl aeeces can be submitted
to the combined waves and currents effects, edpeniarine current turbines.

Various situations may occur at sea with diffeneaves spectrum and different current profiles ainelctions. On the shore, the
current direction may be perpendicular to the waliesction. In estuaries or in straits, the curminéction may be parallel to the
waves direction and alternatively following or oppw the waves.

The long waves coming from ocean encounter are#s wairying incident currents and varying effecthieToathymetry also
influence both the waves and the current and tegetie wave-current interaction.

In addition, the boundary layers on the sea bothmiah on the free surface interacting with wind hav&trong influence on the
current velocity profiles which may be charactetibg the vorticity distribution.

5.2 MODELLING METHODS

5.2.1 Monochromatic first order waves and uniform current

g gravity acceleration

h uniform water depth

(7 wave pulsation

ko wave number in infinite depth without current

k wave number in presence of a current and for ivengwvater depth
) uniform current parallel to the wave direction

The simplest approach under the perfect fluid aggiem is to consider the superposition of a unifaranrent with a sinusoidal
Airy wave.

The total potential flow can be described in anesfee frame translating at the current velocity.
The dispersion relationship is then (Jonsson, 1990)

(wzlu ki)2 = gk*tanHk*h) 37)
which coincides with the traditional dispersioratein without any current :
«f=gktantkh) or  ko=ktanHkh)

In non dimensional form :

(ViotFuc) _ .

(, /Ko % Fi Ki)2 = K*tanhkK* which can be written tanhc® K~ (38)

where : Ko, =koh, ko=a//g, K =kh
F,=U /@ is the Froude number based on the water depth.

r=alJ/g=.K,Fp isthe Strouhal number, ratio of the current viijoc to the waves phase velocity in infinite water
depth.

Zero indices correspond to the infinite water degittnout current.
Two situations may occur :

First, “following current” :
the current velocity is in the same direction as\ave propagation.

5—33
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(a)—Uk)2=gktan}(kh) with  U>0 ( KO—FhK)2=KtanH<

There is always two solutions K. The lowest one=gdistic.

In deep water, whetanhk ~1 (as soon a¥ >3).

(\/K_O—FhK)2=K is then equivalent to : FﬁKZ—(1+ZT)K+KO=O
K _1+2 r;F\/1+4 _1+2 r;/1+4 K, practically : K _1+2 r2\/21+4 T K,
h T

In shallow water tanhK ~K

(\/K—O_FhK)ZZKZ is then equivalent to : (F ﬁ—l)KZ—ZZK‘*‘Ko:O
Egtil\/K—" and : K=—== |:1+1\/K_°

Second, “opposing current” :
the current velocity is opposite to the wave praiag.

(aﬁUk)2=g ktanH(kh) with  U>0 (\/K_O+|:hK)2:KtanH<

There can be up to two solutions K. The lowestismealistic.
There can be no solution.

On an opposing current, one limit value can belstéd considering the particular case in deep waten tanhK ~1 which is a
quite common circumstance as soonkas3.

(w/KO+FhK)2=K is then equivalent to : FﬁKZ—(l—ZT)Kﬂ(O:O
K=l2rEVI-4T 1274 14T practically : K =EE27=V1-4T
2Fh 2r* 2r

A real solution exists if : T<%
Practically, on opposing current, the waves breh&mreaching this critical value.
For this limiting value : =1 >=4K, with TZ«/KOFhZl

4F; 4

In shallow water tanhK ~K

(\/K—0+FhK)2:K2 is then equivalent to : (Fﬁ— )K2+2T|<+K0:O

=—F h_’l'\/K_0 and for F<l : K——\/K_0

Figure 1 and Table 5 illustrate various situations.

Table 5 gives the wave lengths according to diffecases and non dimensional wave numbers appearifigure 16.
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Table 5Wave length in various situations

EquiMar

Dimensional parameters Non dimensionalave length
parameters
Case Wave |Current |Water |7 Fn Infinite | Finite Finite Finite
period |velocity |depth depth depth depth depth
without | without |following |opposing
current |current |current current
(s) (m/s) (m) (m) (m) (m) (m)
Wave tank situation
a 1.2 0.25 1.0 0.133| 0.080| 2.248 2.232 2.768 1.590
b 1.2 0.50 1.0 0.267 |0.160 | 2.248 2.232 3.246 -
c 2.0 0.25 1.0 0.080 | 0.080| 6.245 5.215 5.883 4.478
d 2.0 0.50 1.0 0.160 | 0.160| 6.245 5.215 6.509 3.598
25 m water depth
a 6.0 1.25 25.0 0.133| 0.080f 56.21 55.80 69.21 39.75
b 6.0 2.50 25.0 |0.267 |0.160 | 56.21 55.80 81.14 -
c 10.0 1.25 25.0 0.080| 0.080f 156.13 130.38 147.08 11.91
d 10.0 2.50 25.0 0.160| 0.160f 156.13 130.38 162.73 9.968
50 m water depth
a 8.49 1.77 50.0 0.133| 0.080] 112.41 111.61 138.41 9.507
b 8.49 3.56 50.0 |0.267 |0.160 | 112.41 111.61 162.28 |-
c 14.14 1.77 50.0 0.080| 0.080] 312.26 260.7}7 294.16 223.88
d 14.14 3.56 50.0 0.160| 0.160] 312.26 260.7}7 325.46 179.92

In the situation of waves propagating on an opmpsimnrent, the limit for the existence of a solatis highlighted when the upper

curve (red) is tangential to the straight line ¢Bla

Propagation of waves on opposing current is imessihen the Strouhal number is greater than titieadrvalue 7=025. This

is the case on figure 2.b (T=1.2s , U=0.50cm/s)mihe Strouhal numbeF equals 0.267 (table 1).

According to the Froude law, figure 1 illustraths same situations in a 25 m water depth, with wgegiods T = 6 and 10 s and

current velocity U = 1.25 and 2.5 m/s (table 1).
Practically a 6 s period wave propagation is impdolea 5 knots opposing current.

According to the Froude law, figure 1 illustratBe same situations in a 50 m water depth, with waegiods T = 8.49 and 14.14

s and current velocity U = 1.77 and 3.56 m/s @&dh)l
Practically a 8.49 s period wave propagation iseédga by a 7 knots opposing current.

D2.2



Workpackage 2 EquiMar D2.2

KO =2.795 Fh =0.080 t=0.133 KO =2795 Fh =0.160 t=0.267
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Figure 20Wave number solution in various situations
The titles give some non dimensional values
which illustrate some situations which have beemutited in a wave tank at model scale.
Blue colour stands for current above following wave
Red colour stands for current above opposing waves.
Black colour stands for waves without current.

Figure 21 (a & b) illustrate the wave number sals as functions of the infinite depth non dimenalovave number.
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Figure 21b: Non dimensional wave numbers on following (blaa}l opposing (red) current
Additional parameter is the Strouhal number (orleesper curve).
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For a given wave period, the current modifies tleviength without current.
The wave length is shortened on opposing current.
The wave length is lengthened on following current.
A strong opposing current can prevent the propagatf short periods waves.

In the context of small amplitudes waves and aaunifcurrent, an expression of the phase velocitive to a fixed frame of
reference is (Nwogu, 2009) :

é=r+%(1+\/1+4 r) with cﬁ%

and the wave height is modified according to : H- G
H o /CZ_U 2

5.2.2 Second order development

Perturbation analysis has been performed by Swah James (2001) for an arbitrarily sheared weekeetirsuch that
U(Z)/c0=O(£), whereg is the wave steepness. One conclusion is that feeak current, the wave number is modified conghare
to the zero current solution, but the second otelen in the free surface elevation formula remainshanged.

Skourup et al (2000) developed a second orderadtien model between waves, current and a fixecllzr cylinder and show
that the second order oscillating force are infaeshby the current.

5.2.3 Stream Function

Higher order monochromatic waves with current maydbscribed by the Stream Function approach. Thergkstream function
theory issued from he perfect fluid approach wasieg to non linear wave modelling by Dean (196&J) ®alrymple (1974).

The method is able to take into account a curranfing along the water depth with vorticity.

Starting from the wave period, the wave heightwa¢er depth and the current profile, a set of 8qoa including the non linear
free surface condition is build which size depemdsn optimised order of approximation. The sohtjves the wave length and
access to the free surface elevation and inteedatity field. The method is mainly applicable tomechromatic waves or waves
with a spatial periodicity.

An applet is available at :
http://www.coastal.udel.edu/faculty/rad/streamleissl

See also :

http://faculty.gg.uwyo.edu/borgman/D SF/dsfwav/dsividm|
http://www.civil.soton.ac.uk/hydraulics/downloadigidloadtable.htm

5.2.4 Boussinesq Model

The Boussinesq approach reduces a three dimengooialem in a two dimensional one by using verticaérpolation with
various orders between the sea bottom and thesénéace. Then the grid of unknowns reduces to ebtal space.

High order Boussinesq methods are available (Mad$ea9, 2006) and can be adapted to the simulaifowave-current
interaction (Guinot, 2008) : return current, reflen by bathymetry and wave blocking on opposingent (Figure 3).

5.2.5 Other non linear models

Nwogu (2009) developed a Boundary Element Methoddiwve for the kinematics of large amplitude waeesa vertically
sheared current.

The wave steepness increases in opposing curneshidezreases in following currents.

For a given wave height reference without curréet tesulting wave height decreases on followingerirand increases on
opposing current.

The critical Strouhal number on opposing currentower (0.2) for the large amplitude waves.

Ryu et al (2003) also developed a Boundary Elevaihod with similar conclusions. Comparison withalti-layer Boussinesq
model shows good agreement and give informationitathe kinematics above the mean water level.
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Figure 22: Wave propagating on an opposing current

Boussinesq method (Guinot, 2008). Wave tank scale.

The waves start to propagate on a uniform watethdep the left side (T=2s, H=0.002m.),
while the current comes from the right side (U A70m/s).

On the shallower part of the bottom, the currefaity is amplified (U = -0.809 m/s)

and the waves locally experience a Strouhal nutaloger than 0.25.
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6 SPATIALAND TEMPORAL VARIATION

6.1 DESCRIPTION OFWORK

Definition: That met-ocean information that relates to theggauhical region occupied by a group of devieesl for those
regions that may be expected to be affected binstallation and operation of a farm.

The need:

1. To provide a description of a particular site stitdt more specific detailed and accurate analgsithe energy
production can be undertaken. This will includeeal scatter diagram; characteristic spectra (adegfewell/
multimodal seas). Understanding the variabilityoasrthe site will provide input into energy prodaoctmodels to
answer questions on peak power and smoothing @xéceas. Identification of specific difference franfgeneral site”;
for example effects of coastline/ bathymetry/ pilavg seas and type of sea.

2. To provide detailed information to make engineexegisions specific to the location, fine-tune itheallation/
operation of the devices.

Site specific data will (probably) be characteribgdshorter measured data sets supported by:
(a) data from adjoining locations
(b) modelling from a general area model.

Local measurement will be typically from wave bu@ysADP instruments. This could be supported thloarea measurements
from satellites (in some cases) and from coastidiraystems (when finally proven). The need wiltd@nderstand the specific
temporal and spatial variations that apply to tite. $f one has a standard design (wave stateséppvoduction models) for a

farm to work from then one would wish to confirmathhe assumptions of the general model are meifdhdre are differences

to adapt the model.

The key aim is to produce as robust (and certad®szription as possible with a limited measurermampaign (cost).

6.2 SPATIAL VARIATION OF THE RESOURCE

6.2.1 Wave Resource

6.2.1.1 Overview

The majority of measurements and indeed workingribe are based on understanding of time variatdrassingle point. Time
average wave parameters are assumed to be equivalena “reasonable” area (and indeed safety fachor loading and
response will usually cover any discrepancies). elew there are particular reasons why one mighh wasunderstand the
spatial/ temporal variation across the site. This e true both before deployment of the faraml afterwhen the devices will
produce some complicated (diffraction and radigtjmaitern. It should be noted that there is alseed for larger, regional, scale
estimation of the wave climate. This would invosaales of the order of 10-100 km and would be neéaleunderstanding of the
climatic conditions and their link to the largerake meteorological conditions to determine the atffef weather front on
homogeneity (or lack thereof) of wave fields. Seedxample (Altnkaynak 2005) who describes a g¢istitaal method called
trigonometric point cumulative semivariograms (TR ® determine the spatial scales from measuresraohg the US Pacific
west coast. Spatial averaging statistical methadsatso proposed using correlation analysis (Baxegaal 2005 and 2009).
Again however these analyse the data from TopexiBos satellite altimeter where the base area, awech the signal is
derived, is 7 by 7 km.

6.2.1.2 Need for this information

0] Identification of long term spatial differences @&s the site for:
i. Power variation and averaging
ii. Optimum positioning of devices
Given that a farm may extend over several squdmnkitres and “general” assessment of the wave resowill be
modified depending on the position and physicabprties of the site. The accuracy of the long tpredictions will be
improved but the fraction of extraction may well eproved through judicious matching of devicesthe array to
position.

(i)  Power performance testingvhen a device output is being compared againsaby, measured, wave state one must
include the factors that will contribute to errimghe assessment These could arise from detetiieffect (instrument
miscalibration; a physical difference in the wamdd due to bathymetry or current focussing forragée) or from
statistical variation in the measurements of a camg@rocess. Even though the power production candsesured
accurately one has to deal with (i) the error baunfithe wave power estimate from the buoy (ii) dteistical spatial
variation between the two points. The wave surfa@estochastic process and an average over ancima at one point
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could be different from that at anothee. is the instrument measuring the same thifigi@ will come down to averaging
time and distance, where a longer averaging tinlgovaduce a more stable estimate of the poweilaat be long enough
to account for the spatial variations.

(i)  Establishing the limits of accuracy for data outfoutthe site.

(iv) Comparison of “before and after” effects from dgmh@nt of an array. The background errors and sitatisvariability
must be quantified in order to understand any tiana in the physical environment and whether ihsgnificant. i.e. did
the beach change because of natural changes watreesystems or due to the wave farms. Given kiedylsmall effect of
initial installations the question is better posead'at what level of deployment will any changegbeater than the
background?”

Very little experimental work has been done in thisa. Most studies have been in terms of instrunméer-comparisons and
have taken for granted that the wave fields havenb@milar, any difference being discussed in teohsandom error and
instrument errors (see WADIC (Allendar) and WACKperiments (Krogstad)). There are also studies ftiieid measurement”
systems particularly remote sensing such as HF i@dsatellite measurement, but these of course hmited spatial resolution.
Below are some suggestions for progress in this anel which are currently the subject of reseaithimEQUIMAR.

6.2.1.3 Analysis techniques and approaches
Short term (inter-record) analysis
Sort-term measurements will use the data withifvargsea state (of the order of 20 minutes to I)hmuinfer the sea-state at a

second point. This is fundamentally limited by #tatistical accuracy of these short term assessnfehthe order of 10-20%)
which will mask any smaller differences from detenistic effects (power conversion/ bathymetry, etc.

Long-term (multi-record) data analysis

The second approach is to use a large amount géteterm data (seasons to years) to improve thistgtal accuracy. This has
the negative effect of averaging all the contribgteffects to variation and so masking the majmtrdoutors. In terms of long-
term energy production | do not think this is alpgem (we have data that shows that the power medsaitrthe two EMEC
buoys produced closer and closer measurements esfjyeras one moved to a full year's data. Howeverstworter term

assessments this method is flawed. Of course ibéhe practical aspect of achieving longer ternasneements.

Data filtering - to emphasise particular effects

A possible compromise approach is to categorisdattyer data sets and then filter to determineirigortance of each effect.
For example one might take a single year data aryg analyse that data with waves coming from aipaldr range of
directions or within the same part of the tidalleyc

Use (calibration) of models

A final approach is to use standard or modified arical models of the site. However there has beenlear demonstration
that these effects are shown on conventional wandets (again a subject of research within EQUIMAR).

At present several methods have been identifiedaamdurrently being tested for sensitivity and paw

(1) Linear regression of one data set against a seatmidved at a second site (with data filteringei€essary);

(i) Statistical testing of significant wave height paeders derived form measurements at two sitesrgert by Sova
on analysing radar measurements);

(iif)  Statistical analysis of spectra between two siegetermine if they come from the same populatsee Bendat and

Piersol);
(iv) A method known as triple co-location (Seenskenet al);
(V) Trigonometric point cumulative semivariogram (TPQ®dncept (see paper by Altunkaynak).

At present we are using two data sets, one supplieEMEC (two simultaneous buoy measurements) hadsécond being the
“four buoy” data from the Wave hub site, collectaeer the last four months. Results will be avaigabdiound Christmas 2010.
We are also looking at simulated data, coming fkmawn distributions and known differences to esshblhe power of each test.

6.2.2 Tidal Resource

6.2.2.1 Overview

The general pattern of topography around a higledpielal stream induces a number of variationss&hmay be seen at short
spatial scales (and high frequencies) in the fofrtuidoulence, and at large spatial scales in thenfof eddy structures and flow
reversals. These variations are best studied wsicgmbination of ADP surveys (both fixed and vesselinted) and a suitable
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modelling strategy. Visual observation at an eathge of site assessment will give information foa Ibcation of major eddies
and gyres. Full understanding of the structurestisan inform the choosing of device locations.

6.2.2.2 Vessel Survey

The spatial variation should be examined by a Veaseented ADP survey. Ideally this is to be carried at a peak spring tide to
understand the flow at its strongest. The aim i3f slarvey is to identify major flow structures swaheddies that may exist in the
locality. Individual vessel transects should nat langer than 10 minutes, to obtain flow consisyeat each limit of the transect.
Also to remove any bias in the measurements franvéssel speed, each transect must be perforntethirdirections. Transects

shall be regularly spaced across the tidal sitpradmately perpendicular to the principal flow etition. The ADP should be

operated in a high frequency sample rate to uraiedste turbulence structures.

6.2.2.3 Fixed Survey

A campaign of fixed ADP surveys should also beiedriout. Results from this will be used to inforhe tmodelling study.
Sufficient ADP locations should be installed toaetflow in the principal flow structures in theckity.

6.2.2.4 Modelling

A modelling study should be performed, which isidaied against the field survey results. This wjile smaller scale
information on the behaviour of the local flow stiwres which is used in the final location decision

6.3 TEMPORAL VARIATION OF THE RESOURCE
6.3.1 Wave Resource

6.3.1.1 Overview

An understanding of the variation of the wave reseuover time for a specific site can be of impoc& to wave power
developments. The term ‘temporal variation’ carereb:

» Time series variations, i.e. the variation of sedaxe elevation over the length of an individuatard, usually of the order
20mins to one hour. This can influence the cordti@tegies used by devices and may employ methadsas ‘wave-ahead-
prediction’ to tune the power being captured ( Hothgreater power output, but also as a survivetianism);

» Short-term effects, e.g. daily or weekly variatiomis will be important to help define the powbat will be provided into
any grid for matching and will support the produteachieving a better price for production;

» Medium-scale effects such as monthly or seasonahibity;

» Long-term inter-annual and decadal variations. hBbese last will determine the annual and lonmtpotential for income
from generation.

Prediction variations on all time scales will als® important for the definition and practice of tharine operations such as
installation, inspection and maintenance (see below

When assessing the temporal variation of the resoilris common to consider statistics for waviglhieand period from which
the available power can be calculated. Howevenraderstanding of the variability of other parametsuch as bandwidth and
directionality will also influence wave power deepinents and device selection.

6.3.1.2 Need for this information

Knowledge of the temporal variation of the waveorese at a prospective site for a wave power deweémt is crucial to the
long-term viability of the project. In general,estwith lower variability will prove more attracévto developers. Devices are
designed for optimum performance in sea states gp#rcific characteristics, and although many carubed to respond to
changing sea states, the rate of tuning will redtiee efficiency of energy generation. Additionalthe issue of device
survivability will lead to a preference for sitefih only experience infrequent extreme storm cioonls. Therefore sites with a
more moderate but consistent resource will oftepriegerable to sites with a notionally more enaogdétut less reliable, resource.

1. Time series analysis

The variation of the sea surface elevation ovaaadard record length will provide information ttalg to the stationarity of
the resource over that particular timescale. Algiodor the purposes of spectral analysis and sa® seporting, it is
commonly assumed that sea states are stationaryhm/geriod of one record (often for a period pfta three hours), this is
not the case in reality and the degree of nonestatity will have implications for energy extragtio

2. Short-term effects

Over short timescales, i.e. hours and days, knaydeaf the temporal variability of the sea statd adsist with predicting
levels of power output variation which will affeéssues such as grid integration. The short-terriatian in the resource will
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also play a role in device selection for a sitéluencing issues such as device tuning, i.e. whidthere is large variability,
making a fast-tuning device preferable, or whetier resource is reasonably consistent. Directigndi also an issue if
directionally-dependent devices are to be constiehaother key area where the temporal variatiolh vé important is in
the planning of maintenance schedules. Knowledgbeofesource variability will assist in the creatiof persistence tables,
giving the likelihood of a sufficiently calm seaeava particular duration to provide windows for lbgnent, maintenance
and retrieval of devices.

3. Medium and long-term effects

Medium and longer-term variability will play a kegle in site selection. Knowledge of how the aua#apower varies over
the course of a year will enable predictions of wairpower output, and hence economic viability ddite, to be made.
Although seasonal variations are inevitable, witkvdr energy expected during summer months, tocelarglegree of
monthly or seasonal variation will reduce the Miabof projects if sufficient power output levetginnot be maintained year-
round.

If longer-term data is available, inter-annual aedadal trends can also be assessed, allowingcpoedi to be made over the
life of the project. Although long-term measuredvevalatasets are scarce, the availability of wieltifdata going back to the
1950s or earlier allows the hindcast models ofithge climate to be run, making this type of analymissible.

The following section will present methods for thealysis of the temporal variation of the sea stater the full range of
timescales. A detailed case study for two spesifies will be presented to illustrate both the rodtiiogy and potential variations
between sites.

6.3.1.3 Analysis techniques and approaches

i. Sea Surface Elevation

Although there is a strict mathematical (statidjiaefinition for non-stationarity a simple undensting can be based on a
measurement of the variation in teanandvarianceof the signal. To be stationary these charactesigt the signal time series
must be unchanging in time. So for example a sigiiidl a linear trend is non-stationary, or a waieddfin which the size of the
waves is growing as a storm develops is non-statiorThis MUST be understood as a time-averaginggss. The wave heights
will vary from one wave to the next BUT taken oeesuitable average a non-stationary wave stateshdlv an unchanging value
for its significant wave height for example. (atpie?).

If the level of detail required in the data is subht an assumption of stationarity is invalid, d@nerefore traditional methods of
spectral analysis cannot be applied, specific tiegi®s accounting for non-stationarity must be agpliThe analysis of data (time
series) which is changing in a statistical sensinie poses some problem for the approach and acgwf the result. There are
techniques both in the ‘time domain’ and the ‘freqey domain’ which have either been adapted fronventional methods or
indeed developed to fill the need for such analysis

Much of the methods for the analysis of wave oaltihta are founded on the formation of statistiaelyses which assume that
the data is either statistically invariant in sosgmse (wave) or periodic (tidal stream). Thus ayiatpof data to provide time
series of parameters is determined assuming teatngan square wave of the signal is constant dveaveraging time (See
Bendat and Piersol). It is obvious that with enmirental conditions we are dealing with factors ttet be changing in time
(non-stationarity) or in space (heterogeneous).maay conventional analysis methods then beconsealggropriate and have to
be modified. In conventional offshore technologycmwf the design work can be based on these amgragsumptions, and this
is very much the basis for resource measuremeheimarine energy industry. However the need t@iden accurate description
of time changing effects is stronger. For examplg ‘tuning system’ must be able to respond ovettithescales of the change in
energy level and frequency. Also, time varying agcome more important for smaller systems whasg@ral periods are closer
to those of the waves. Below is a short reviewhef types of analysis and techniques that can be fasehe analysis of time
varying signals in general and more specificallytove analysis. For general treatments see, fanpbea Priestly (1988) or Tong
(1990). The second difficulty is that conventioaahlysis does not treat the non-linear eventsappear in more extreme data.
Almost all conventional analysis of non-linear pberena depends on the assumption of stationaritp-ttionary and non-
linear processes can have significant consequemcié understanding of wave and energy propagatwane/wave and wave/
current interaction.

Frequency Analysis
Fourier (Spectral) Analysis

Fourier analysis is the conventional method foredaining the ‘energy’- frequency content of a sigaad has been the
foundation for the modern methods of describing evaystems. The time series is typically, transfarmeprovide the energy
spectrum which describes the variation of signalavee with frequency. As such all the wave spédébranulae can be related to
measured ‘wave spectra’. However a fundamental asippn for the development of the Spectral Anaysilethods is

stationarity Any departure from this assumption will lead tstartion and errors within the calculated spectriinalso does not

reflect the non-linear nature of the signal andrélation between related wave components. Thiblero is usually handled by
pre-processing of the data which might remove liegeriodic trends in the data. Also the spectisicalculated based on a time
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length over which the data can be considered &tdi@mnary. This is why spectra are defined oveiops of 30minues to an hour.
There is a balancing act between the need forcserffi data to provide good statistical accuracy theddegrading effects of time
varying data. The exact degree of stationarity wflcourse depend on the local meteorological dadi. Spectral analysis is
dealt with in many papers and books. With partictdderence to waves (Tucker and Pitt 200

Modified Fourier Analysis

The effects of non-stationarity can be reduceddmhnique such as short-time Fourier Transform (6at®95) and Adaptive

Signal Processing (Windrows et al, 1985). Howeheraccuracy is reduced and the question arisesths appropriate balance
of accuracy and resolution. In effect as one resltice time window over which the data is transfatraee loses information and
accuracy about the lower frequency signals. Thiskavery important when one is considering sweNes.

Wavelet Analysis (Hubbard 1998 for an interestimgaduction)

Even modified Fourier methods have difficultiesmtiomplex time varying, non-linear signals. Theywaethod which allows us
to view the distribution of signal variance (magudit) with frequency destroys out knowledge of lamadnts. For example the
spectrum of a step change in voltage does not kevieen that step change occurred, only the fregesrend amplitudes that
went to build the step. Thus Fourier techniques information abouibcal phenomenon. There is also the issue of the effeat
particular part of the signal on the final spectrdfrone has a record which is corrupted at sont¢ then the corresponding
spectrum will be in error which is not necessardgdily apparent.

Wavelets have the ability to measure both the larg small scale variations and

to show the evolution of the signal over time. Tigare below (Hubbard 1998)
illustrates this.

a a) illustrates the original time varying signal viegions of relative constancy and
other with rapid change and sharp discontinuitiB3. shows five wavelet
Waf () A——pfppr——bogr—— components at different time scales. The top isfitiest scale and represents the

fx

Waf (o). o Ay higher frequency variations whilst the lowest istta# lower frequency range an
WS (x) Lo AN . .
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Huang (2004). The example below shov
wave field using wavelet analysis. Bot _

b

and the frequency content in time al |

5

As examples of the use of wavelet
analysis, refer to Massel (2001) or
the re-construction of a time-varying
the variation in the amplitude (energy)
readily apparent.

T

Taken from Massel (2000) .

Figure from Massel (2004)

The techniques described above are mostly basémbowolution techniques’ which are fundamentallyiied by an ‘uncertainty
principle’: to gain a finer resolution in the fregncy domain, the temporal resolution must be rediacel vice versa. Secondly
when there are non-linear components in the sitieele are manifested in the spectrum as ‘spurtwarshonics. This is not true
for the HHT as described below. The analysisdsptiveto the local behavior of the time series. As suothliemporal and
frequency resolution can be maintained and thedoméribution of non-linear components can be et

Hilbert-Huang Transform

This is relatively new technique which purportsh@ave advantages with regards time/ frequency résnluaccuracy and the
ability to resolve non-linear and non-stationargets (Huang 2005 and 2008). Examples of the us#Hif for wave analysis are
given by (Veltcheva 2004), (Schlurmann 2002), (@ateand Smith 2009). The main difficulty with thippsioach is that the
mathematical and theoretical foundation for the afsthis method is weak. It is fundamentally amdpirical method for which

more evidence for its utility is give. Over the péise years this has been happening and greatestrhave been made in

underpinning the practice and defining error andfidence limits, see the papers; (Wu and Huar@pQSherman 2008) in (
Huang and Shen 2008).
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The figure below, taken from Ortega and Smith, shttve evolution of the frequency spectrum (vertswlle) in time (horizontal
scale) as two large storm waves pass. This forrmatahe achieved using conventional time seriesyaisaland wavelets
technique cannot provide the same time/ frequeesglution.
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Figure 23The Evolution of the Wave Spectrum in Time: Takemnf Ortega and Smith (2009)

Table 6 Summary of performance of the various frequencyhos (taken from Huang, Nii and Attoh-Okine (20D5

Comparison of Fourier, Wavelet and Hilbert-Huangrigforms
Presentation Energy-frequency Energy-time-frequenc¥nergy-time-frequency,
Cope with Non- No No yes
stationary effects?
Cope with Non-linear No No yes
effects?
Feature Extraction No Not in discrete form yes
Theoretical Theory complete Theory complete Emailric

ii. Averaging techniques

The following techniques can be applied to any s&te parameter (period/ bandwidth etc.) for whachappropriate-length
record is held. For the purposes of illustratioaraples are provided in terms of significant waeaght, H ..

 Stationary average

One of the simplest representations of the tempaahbility of a particular parameter over a sfiedimescale is to calculate a
series of mean values and the corresponding vdtuethe standard deviation. For example over a,ysamthly means and
standard deviations can be calculated as illustrat&igure 24.
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Figure 24 Average monthly values oH ., and the associated standard deviations for one yeaf data.

* Moving average
Slow variations with time, e.g. over weeks or manttan be analysed by applying a moving averagg fil
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(e.g. Define et al., 2009), wheieis the year,]j is the record index within the yeam is the window size in number of data
records, and is the resultant index due to the filter, where

kz%xnx(lz,a...,[ﬂ—ln (40)
h n

h is the interval in hours between successive rex;atdis the length of the record in days, andis the increment of the filter
window in days.

For example, for a year-long dataset recorded haty3intervals,i =1, j ={12,3,....,292C}, h=3 and d =365. To calculate

the moving average over 7 days with a window sizéoor days, values oim=32 (= 4*8 records) anch=7 are required,
giving k =56x (1,2,3,...,51) . When datasets for multiple years are held, themasnual variation can be found by averaging the
annual variations from each of the yearly recomgjive a more accurate representation of the s#ea&sonal (temporal)
variation, i.e.

M

Huo, (=3 Hag, , (1) (41)

i=1
where M is the number of years of data held, and k refethe average value for the particular month f@maple.

Applying these techniques to a 10-year datasetyr€ig5s illustrates results for the significant wénetght from a single year and
Figure 26 the 10-year average. It can be seeneirl@hyear results that the more extreme values haee eliminated, and a
clearer monthly/seasonal trend has emerged. A tetege averaging of this type will give greater idance to developers than
a single year of data that might be subject to uallys high or low energy events.

This seasonal variation is generally modelled asstiperposition of two to four harmonic functions
Formula H(k)=a0+alcos(2*pi*(k-1)/M) +alsin(2*pi*(k}/M) +a2cos(2*pi*2*(k-1)/M) +...
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Figure 25 Application of the moving average technige to a year-long dataset oH , (source CNR-ISMAR).
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Figure 26 Long-term averaging over 10 years of a ve&ly moving average forH,, (source: CNR-ISMAR).

* Trends

If longer-term datasets are available, e.g. > 2&rgjat is possible to identify trends and analyagations in the wave climate
from year to year. These could be attributed toph®ena such as the North Atlantic Oscillation (NA®Xlimatic effect in the

North Atlantic which leads to fluctuating atmospheasressure and consequently wind speeds over detiagscales, or effects
due to climate change. An example of an analysihisftype is a study published by Dodet et al1®0who analysed almost
60 years ofmodelledwave data from the north-east Atlantic. FigureilR&trates the trend irH,, the annual mean of the

significant wave height values above the annuflif@centile, for three locations in the north-e&tkantic. The results illustrate

a clear upward trend in these largest 10% of wat#ise more northerly locations.

D2.2
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Figure 27 An example of long-term trends in H, for three locations in the north-east Atlantic. Amual values are
calculated for Hy,, and a trend line is fitted (source: Dodegt al, 2010).

3. Persistence tables

An important consideration from an analysis of tésaporal sea state variation is an understandinbeobccurrences of periods
of low wave energy during which deployment and rteiance operations can be performed. It is inelgttiiat the sites with the
best wave energy resource will also have fewerifsigmt periods suitable for such operations, Huthese are too scarce,
maintenance and device repair needs will be deldgading to potentially costly device down-time.

One means of assessing the availability of maimemawvindows is through the use of persistence sabléiese give the
probability of occurrence that a particular waveghewill be exceeded over a certain length of time

An example is shown in Figure 28 for a site in Baific Ocean, giving the percentage of time forclta particular value oH

is continually exceeded for a range of duratiorms.dxample, if a maintenance period requires theevieeight to be below 1m for
a period of 3 days, it can be seen in Figure 28ttle percentage occurrence of this height beirgeded for a 72-hr period is
60.95%. There is therefore a 39.25% chance of gunhintenance condition being met at any time.

Duration (hours)

Hs (m) >6 >12 >24 >36 >48 >72 >120 >168 >336 >672
>0.25 100 100 100 100 100 100 100 100 100 100
>0.50 99.472 99.472 99.447 99.447 99.413 99.413 99.413 99.284 99.284 98.372
>0.75 87.526 87.389 86.932 86.559 86.134 85.179 82.475 78.822 70.001 58.57
>1.00 66.527 66.219 65.486 64.485 62.993 60.951 55.493 51.734 43.438 34.46
>1.25 43.751 43.532 42591 41.436 40.221 37.286 32.817 29.797 21.561 9.845
>1.50 24.107 23.902 23.206 22.074 20.371 18.241 14.639 12.509 5.533 1554

>1.75 11.733 11.51 10.846 9.833 9.132 7.446 5.21 3.762 0.456
>2.00 5.179 5.045 4.466 3.967 3.551 2.809 1.782 0.473

>2.25 2.051 1.979 1.72 1.563 1.452 0.887 0.242

>2.50 0.947 0.884 0.736 0.57 0.448 0.14

>2.75 0.419 0.382 0.319 0.268 0.148

>3.00 0.125 0.106 0.066 0.04

>3.25 0.057 0.034

>3.50

>3.75

Figure 28 Example persistence table for the planngn of deployment and maintenance periods. (source:
www.oceanwavedata.com)
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4. Statistical analysis

In addition to the more visual representationgjstteal measures of the variation in sea statampaters can also be defined to
enable comparison between a number of sites orgamneds.

« Coefficient of variation (e.g. Cornett, 2008)

The variation in the resource at a particular aibel over a specific length of time can be quantifising simple statistical
calculations. One such measure is the coefficiemoation (COV), defined as

— 05
O 2
ot (e Al )
;U(Hmo(t)) HmO

COV(Hyro) = (42)

where g is the standard deviation of the record gndthe mean. The COV can be calculated for any lendtdataset,
depending on whether the interest is in longehorter timescales.

» Seasonal variability index

The seasonal variability index (which can equakydpplied as a monthly index) is a measure of #rebility of the wave
resource with season over a year. It is defined as

H mOg; H mOg,

sv= (43)

moyear

whereHs1iS the mean significant wave height for the mosrgatic seasorts2iS the mean significant wave height for the
least energetic season dfglyeoris the mean significant wave height for the year.

6.3.2 Tidal Resource

The nature of a tidal flow is usually predictablghahigh accuracy over long timescales. The priactemporal variation is the
spring neap cycle referred to above. A furtheratéon is provide by the annual solstice/equinoxleywith higher tidal ranges

experienced at the equinox Also, the significadalticomponents are approximately periodic over @ecyf 18.6 years as a
consequence of the precession of the moon’s orbit.

The principal perturbations to the astronomic tides changes in water flow caused by synoptic veegihtterns such as storms,
hurricanes or anticyclones. These effects are ®rimestorm surgewhere low pressure causes a raising of the oceamface
(positive surge), and a high atmospheric pressateses a lowering (negative surge). These can lessess by long term
observations, or by numerical modelling. An asdedeeffect is theset-upcaused by the mass transport of wave action in a
particular direction causing water level to rise @riee shore. This elevation then creates a balgncurrent with vertical
structure, and can also be assessed by numericilimg.
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7 CASE STUDIES

7.1 WAVE HuB, UK, AND MAZARA DEL VALLO, | TALY

This case study applies some of the techniquesildledan this section to two datasets from sitethwignificantly differing wave
resources. The first site is the Wave Hub locatiothe southwest UK. The data is available in séddorm over one year at 2-
hourly intervals, initially from a Seawatch Mini étatterly from a Datawell waverider buoy, deploy@ds0m water depth. The
site is Atlantic facing, and is subject both to aitic swells and local wind seas. The second sitelazara del Vallo, at the
southwest tip of Sicily in the Mediterranean Sehe Tata is recorded at 50m depth and is availaide ®n years, but only
provides significant wave height, mean period amdumdirection. The nature of the resource is véfgrént to that at the Wave
Hub site because of the lack of ocean swells; allaxenergy is ‘locally’ generated within the Meditmean.

The annual variation in significant wave height anelan period, averaged on a monthly basis andemitir bars illustrating the
standard deviation, can be seen for the two sitdsigure 29a and b. The Wave Hub dataset only ot partial record for
October and no data for November therefore botkettlmonths have been excluded from the analysisbdih sites, the average
wave heights are larger, and have greater variatioimdicated by the standard deviation, in thetevimonths. This is a typical
result, mainly due to the greater severity and tilbmeof winter storms, both locally and in the cadehe Wave Hub site, across
the northern Atlantic, thus generating large swe#nts. A similar effect is seen when considerhrggrhean period at the Wave
Hub site; the summer wave climate is primarily ueficed by local winds and low energy swell, whetbaslarger swells that
characterise the winter months increase both trenrperiod and the degree of variability. Althoubhre is a slight reduction in
mean wave period at Mazara del Vallo over the summanths, it can be seen that the standard dewiafithe periods remains
relatively consistent throughout the year, indicgta consistent level of variation in the records.

4

OWave Hub
3.5 B Mazara del Vallo
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Mean HmO (m)
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Figure 29 : Monthly mean values ofH,,, and T,, at the Wave Hub and Mazara del Vallo sites withreor bars indicating
the standard deviation.

To illustrate in more detail, and also to produageaeral trend in the wave heights and periods awerar, a moving average has
been applied to data from Mazara del Vallo oveargge of timescales from three days to 30 days (€i§0a and b). The 3-day

moving average follows the 3-hrly time series platively closely, producing a realistic overviefthe data but eliminating the

extremes. As the timescale is increased to seves) tlee plot becomes smoother; more of the extrearegynored but the major

increases and decreases can be observed. At agangeperiod of 15 days, a smooth plot is achievbith illustrates the general

trends in the data over the year. This can be dmadostill further by increasing the timescale tod#ys, although at this point

there is a risk that seasonal trends will staltedost.
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Figure 30a and b: Moving average analysis of the awal dataset of H,,, and T,, for Mazara del Vallo. A range of
averaging periods have been applied.
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For a quantitative comparison between the two ,stiedistics for the coefficient of variation (CO%hd monthly variability index
MV (using the same formulation as for the seaswaahbility SV) were calculated, and the resultswsh in Table 7. The lower
the COV value, the less variation there is in taeameter being measured. It can therefore be bagmithough the Wave Hub
site experiences a more energetic wave climateaitisbility (COV = 0.55) is less than that of Maaalel Vallo (COV = 0.73).

Both sites experience very similar levels of vaoiatin the mean period, with COVs of 0.24 and Or@8pectively, despite the
apparently greater variability of the mean period\&ave Hub when plotted on the monthly averageddbart. The monthly
variability indexes show a similar pattern. The ilaldlity of spectral data for the Wave Hub sitéoals the calculation of the
energy periodl, and thus the total power available over the yRapeating the COV calculation for power at Wave Igites a

value of 1.56. This corresponds well with the vabfe~1.5 found by Cornett (2008) for the west coaftireland, which
experiences a similar wave climate to the Wave it

Table 7: Statistical measures of the variability ofH , and T,, for Wave Hub and Mazara del Vallo.

Wave Hub Mazara del Vallo
Himo (M) 1.69 0.98
o 0.94 0.71
mo
COoV, 0.55 0.73
mo
MV 0.74 1.01
mO
T, (s) 6.22 4.23
or. 1.54 1.03
cov, 0.25 0.24
MV 0.35 0.33

7.2 ARCHPOINT, IRELAND

7.2.1 Measured Seaways

Over eighteen months of sea surface elevation latabeen collected by a Datawell non-directionav&vider buoy at Arch
Point off of Loop Head (West coast of Ireland) laistrated in Figure 31. This site is in approxiglgt50m of water and is
exposed to the Atlantic Ocean. This data set deduwo consecutive records of six month winteifgpseasons from December
to May.

The data buoy recorded the surface elevation wisarapling frequency of 2.56Hz. The receiver at ARgint used the older
Datawell data management system (DIWAR). Thisltedun the Arch Point surface elevation havingusation of 20 minutes
which is in general logged hourly, however thera [sas towards storm seas due to continuous nexasuat when the significant
wave height exceeded a given threshold. Thistmaseen removed from the data set.
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7.2.2 Analysis & Seaways

An FFT routine was conducted on the measured tirs®rly surface elevation data to produce individseh state variance
density spectra. Summary statistics such @g Fy,, Te and T, were then derived from the spectrum and used nmergée two
summary spectral comparison sets:

i) Temporal Fidelity the significant wave height, }d, and the average periodg,;Iwere used to produce bi-variate
occurrence scatter diagrams at averaged speatagiatis time scales ranging from individual daysitomonth periods.

i) Seaway Fidelity By selecting certain combinations of wave heigidl period in the scatter plot, the average sfdectra
shape of the measured seaway that falls withirséhexted table element can be compared with aicddshape.

7.2.2.1 Temporal Fidelity

The data analysis flow chart and the comparisoat lthve been made in this study are depicted iar&i§2. From the Arch
Point site, two sets of 6 month data are availidleomparison. These cover the winter and spsgasons. From these sets, the
percentage occurrence scatter diagrams are prodacedifferent time durations. Average spectrajclihare the mean of the
spectral ordinates over similar time scales, aoglpced and compared to a classical Bretschneiddilepexhibiting the same
summary statistics. The second layer of investigahvolves comparing the computed average spectiithree selected scatter
plot elements;

i lines of constant significant wave height,
ii. average period,

iii. steepness.

These are shown in Figure 33.
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7.2.3 Measured Spectral Comparison

The surface elevation data provided by a Datawefi-directional Waverider buoy is used to investgtiie spectral shape
throughout a season and its deviation from thesidakempirically derived equations. The vertigateleration of the Waverider
buoy is double integrated to obtain the surfaceagien of the sea state. The sampling frequenah@fbuoy is 2.56Hz and the
raw elevation data file comprises 3072 data paifiteh result in a 20 minute time series.

To produce a spectrum that reduces the effectiiasirag and leakage while retaining variance, th@2Zdata point time series is
segmented into 6 equal divisions of sea surfaceaitsn consisting of 512 data points each. Theserast Fourier Transformed
to produce individual spectral profiles which anern ensemble averaged to calculate the overadivagidensity spectrum for the
elevation record. No taper window is applied te shibseries elevation segments. This method pesdufrequency spectrum of
128 equally spaced frequency bins from 0.03Hz 6%z with a frequency spacing of 0.005Hz. This lba seen graphically in
Figure 34.

3072/ 2. 56Hz = 1200s = 6*512
512 512 512 512 512 512

Il

it i o[ o[ it
o Lo L Lo LA L

Average

—~
—
—

n

f
Figure 34. Applied Spectral Analysis Method.

7.2.4 Arch Point December 2003-May 2004

The first portion of the Arch Point data analysed Bix months of measured surface elevation oeewthter/spring period from
December 2003 to the end of May 2004. Initially tata repository contained all data files recoreddch included those extra
measurements when the significant wave height eletbe@ set threshold level and continuous measutemas instigated

automatically. If these additional files were indéd when calculating the occurrence of the scditggram, a bias would exist
toward the storm seas. To remove this effect, didys that were recorded in the first twenty miesitof each hour are
incorporated into the data set for this study.

7.2.4.1 Scatter Diagrams

Scatter diagram elements of 0.5m by 0.5s were teeleas a reasonable size to segregate the datantottie bi-variate scatter
diagram as shown in Figure 35. This was takerhasbin size to coincide with current recommendatisnch as the DECC
Protocol. Also plotted on these graphs are lifesoostant significant steepness and constanténtidiave power on the right
hand axis according to the following commonly usgdation for wave power:

R, = 0589 H2,* T, [kw/m]

Over 97% of all possible hourly available datatfe six months of measurement from December 2008aip 2004 for the Arch
Point location is represented in the scatter pfagure 35 shows that the centre of occurrencegafstates has a significant wave
height,H,o of 2m (£0.5m) and zero crossing periog, df 6s (£0.5s).
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Figure 35. Scatter Diagram of the combined winteand spring seasons of 2003-2004 for Arch
Point

7.2.4.2 Spectrum

The average of all the hourly spectra that occuimedis six month period from December 2003 thitotmMay 2004 is shown as
the blue plot indicated by circles in Figure 36hisTaverage spectrum is derived by calculatingntean of the spectral ordinates
at each frequency for all spectra. There is navdption of fitting an empirical spectral profile this data. The Bretschneider
spectrum is used due to its flexibility and easeisé with only two input parameters, the total aace and the peak frequency.
Using the equation shown in Table 1.1, an equivdeatschneider spectrum is plotted, with the saomamary statistics as those
derived from the average spectrum. However, diffeparameters are available to fit the Bretsclaresgectrum to the average
spectrum.

Firstly, the total variance of the average specimmgrepresented by the significant wave heidghio and the peak period,, is
used as inputs to the Bretschneider equatiret( Matched H, Tp). This results in a close approximation to therage
spectrum but with a larger magnitude peak.

The Bretschneider spectrum maintains a constaatioakhip between the various periods, such asati® between the average
period, Ty, and the peak periody, which is used as the second method of fittintheoaverage spectrumyT,, = 1.406). In this
case, the total variancey, and the average periody, of the average spectrum are used as the inpuimgtess to the
Bretschneider equation. This results in a shifthef fitted empirical spectrum to higher frequesgcidearly shown in Figure 36
(Bret: Matched K Top). This shift is due to the use ©f,, which incorporates the zeroth and second momiarits calculation
(See Table 1.1). The second momemny, involves a frequency term raised to the powetwaf. The average spectrum has a
relatively high energy content at frequencies highan the peak frequencl/X fp), in the area indicated by the box and so this
results in a shift of the spectrum.

Finally as an alternative to the fitting of the arigal spectrum by using summary statistics, theimam ordinate of the average
spectrum,S(f), was used to fit the Bretschneider spectrire(; Matched S(j Tp). This fitted spectrum will be similar to the
previously fitted BretschneideB(et: Matched K, Tp) but to achieve the san$t) as the average spectrum, the overall variance
has to be reduced. The effect of this is alsoentith the area of the spectral plots identifiedh®/box in Figure 36.

Three methods of fitting the empirical Bretschneigeofile to the averaged measured spectrum isepted above and plotted.
The initial method of using the total varianes, and the peak period,, will continue to be used in further examples iisth
document, as it retains the overall energy of Hrgdt spectrum while it's profile is a closer apgneation to the measured
spectrum.
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Figure 36. Average spectrum and Bretschneider fibf the combined winter and spring seasons
of 2003-2004 for Arch Point.

7.2.5 Arch Point December 2004-May 2005

The same analysis methodology is performed onebersl six month data set of the measurements tenAich Point location

for the time frame of December 2004 to May 2006.this instance, approximately 96% of the posdilaarly data is available.

The scatter diagram for this period is shown inuFég37 and the average spectrum for this time geslotted in Figure 38.

Figure 37 shows that this scatter diagram has daslynlocated concentration of occurrences asptevious six months of data
shown in Figure 35.

The Bretschneider profiles in Figure 38 are plotisthg the same methods as applied for Figure Blis average spectrum
shows the same high frequency energy content deaigtc, highlighted by the box as in the previduisseasonal average
spectrum in Figure 36.

From the plots of Figure 36 and Figure 38, it iddewt that the closest fit to the averaged specisithe Bretschneider profile
defined by the total variancey and the peak period, as it maintains the overall energy of the targeicrum and the peaks
coincide at the same frequency. This method wilubed in further spectral comparisons.
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Figure 37. Scatter Diagram for the period DecembeP004 to May 2005 at the Arch Point
location.
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Figure 38. Average spectrum and Bretschneider fitfahe combined winter and spring seasons of
2004-2005 for Arch Point.

7.2.6 Temporal Fidelity

The inherent variability of ocean seaways is cleaitible when the bi-variate scatter diagrams igfuFe 35 and Figure 37 are
compared, since larger sea states are experiendbed second winter/spring seasons. The restleisiverage spectrum of this
data set being larger in overall variance, as shiowfigure 38. The summary statistics of the sesdo question are shown in
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Table 8. The two data sets comprised four indi@idieasons and the summary statistics of the aavage spectrum of each of
these seasons are also noted in Table 8.

Data Set Hno Toz2 Te To Wave Power | Wave Power | % Diff
(Te) (To2) P(To)
P(To2)
[m] [s] [kW/m] %
Dec'03-May’'04 2.92 7.30 9.96 12.50 41.61 36.66 11.9
Winter
3.08 7.36 10.03 13.33 46.62 41.12 11.8
Dec'03-Feb’'04
Spring
2.75 7.22 9.87 11.76 36.57 32.16 12.1
Mar'04-May’04
Dec’04-May’05 3.37 7.83 11.00 | 13.33 61.21 52.38 14.4
Winter
4.21 8.30 11.50 14.28 99.88 86.65 13.2
Dec'04-Feb’05
Spring
2.15 6.49 8.99 11.11 20.36 17.67 13.2

Mar'05-May’05

Table 8. Summary statistics of average spectra fékrch Point location.

The summary statistics that are presented in Talalee calculated from the spectral moments of ¢ispeactive averaged spectra
of the seasonal data sets. The variability ofsbasons is evident from the variation of signiftcaave height. The extreme

winter season of 2004/05 is followed by a low sgragason, with the winter and spring of 2003/04tjpoed between these in

terms of magnitude. There is no large variatiothefperiods of these average spectra.

The primary wave power equation is derived usirgehergy period].. The secondary wave power equation, which uses th
average periodTg,, has a coefficient based on the ratio of theseog@gemwhen using the Bretschneider empirical equatidhe
period statistics derived from the average spealtiraot conform to the Bretschneider period ratiosrefore there is an inequality
in the wave power calculated using both methodse fJercentage difference of these figures is alesemted in Table 8, which
shows that in each case, the wave power calculaiadthe average periody, is on average underestimated by 13%.

7.2.6.1 Seasonal Spectral Averages

To quantify the variability of the variance densitigtribution of all the averaged spectra, a metivag required to graph them
together. This was achieved by producing a noredsional plot of the spectra, both in terms of vhaance density and the
frequency range. Figure 39 is a log-log graph shgvthe non-dimensional plots of the average spefdr all four seasons
present in the two data sets and the combined twterlspring seasons. This is not a plot of théavece density distribution, but
rather the ratio of each frequency ordinate tonttaximum. The thick grey line is the representaBvetschneider spectrum for
all the various input variance densities and peafuencies. The abscissa represents the non-domahf&equency where the
harmonics of the spectrum are divided by the peefuency. The ordinate axis as described abovheisharmonics non-
dimensional variance density of the spectrum diidg the maximum value.

When the Bretschneider spectrum is graphed invthig the non-dimensional Bretschneider profilenis $ame irrespective of the
input variance or peak frequency, as shown in Ed8. However, this type of graph is only usefulcompare the average
measured spectrum with the equivalent Bretschnaidee inter comparison of the average spectratism clear when the ratios
between the peaks is not apparent. The actuashgeepectra and respective Bretschneider fit is/shio Figure 40.
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Figure 39. Comparison of non-dimensional spectra.

Examination of Figure 39 leads to the following clusions. This plot indicates that the ratio of ffeak of the spectrum to the
ordinates at frequencies higher than the peak éeau>f,) i.e. at short periods, is larger than for a Brieteider spectrum, and
that this ratio is similar for all the seasonal rageed spectra depicted in Figure 39. However,sdm@e is not the case at
frequencies less than the peak frequemhasyff) i.e. long periods. In this region of Figure 8%re appears a greater variation in
the ratio of spectral ordinate to peak ordinatecWwhimay indicate a greater variability in the cdmition of long period

components to the spectra considered here.
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Figure 40. Comparison of Average Spectra and Bretboeider Fit.

The seasonally averaged spectra follow the respe@&ietschneider profiles reasonably well but cestimation of the energy
around the peak by the Bretschneider equation ipaoison to the averaged spectra is balanced othébynderestimation at
frequencies greater than 0.125Hz. The measurextrapgnd their respective Bretschneider equivatentain the same energy,
depicted by the area under the plot lines in tlygaphs. It appears that the averaged spectrathrermeasured data is wider than

the empirical counterpart.
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By sub-dividing the time scales for further anadysa greater variation in the distribution of ereng the spectrum becomes
apparent. The time scales selected are as fobmdsensemble averages of the measured spectrarapaied to the classical

spectral shape:
* 6 months (Winter & Spring)

* 3 months (Winter)
e 1 month (January)
+ 1Week

e 1Day

7.2.6.2 Monthly, Weekly & Daily Duration Averages

To assess the variance density distribution ofsti@rter time span averaged spectra more cleady, dhe not plotted together.

Figure 41 shows the average spectra and the fitetschneider for the seasonal and monthly timé&scaFigure 42 is the same
data but now with non-dimensional units as desdriieviously. In general, it can be said thatrdmultant averaged spectra are
closely related to the Bretschneider equation, tad there is very little variation between spedifahe spectral ordinate to

spectral peak at either side of the peak frequency.
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Figure 41. Average spectra and Bretschneider fit foseasons and month time scales.
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Figure 42. Non-dimensional average spectra and Br&thneider fit to compliment Figure 41.
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The next time duration determines the average spémt one week and for two individual days withie selected month. The
average spectra of these particular data setshakensin Figure 43 and in non-dimensional form igufe 44. It is clear from
these plots that there is a greater variation edherage spectra at these time scales. As shmewviopsly in Figure 41, the
monthly average closely resembles a Bretschnejokxtisum, however the approximation to a Bretscheregghectrum is lost as
the time averaging scales are reduced. Even foictmsecutive days, there is a marked different¢bdaroverall spectral shape of
the average of the hourly measured spectra. Thikklhave important consequences in the rate ofureement and reporting at a
potential deployment site.
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Figure 43. Average spectra and Bretschneider fitof month to day time scales.
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Figure 44. Non-dimensional average spectra and Bisehneider fit to compliment Figure 43.



Workpackage 2 EquiMar D2.2

7.2.6.3 Daily & Hourly Duration Averages

To greater understand the variation in the twoydaieraged spectra shown in Figure 43, the indalidwurly spectra, daily
average spectra and respective Bretschneiderefiplatted in Figure 45. The consequent summatissts of significant wave
height and average wave period for these seleansecutive days are shown in Figure 46 and it gegnt from this plot the
difference in average spectral shape for the tws.d@®ay 1 (11 January 2005) has a step change as the significare height
doubles from below 4m to over 8m. Figure 47 idat pf the wind speed from a meteorological statmsitioned at Shannon
Airport, the closest met station to the site oéiest. This shows an introduction into the measard area of a generating wind
in the second half of Day 1, resulting in two distive forms of spectra occurring. However, theliding storm wind speeds
during Day 2 (12 January 2005) correspond to the wave height leaglthe storm abates, leading to similar formspetsal
shape occurring.

Arch Point
Spectral Comparisons
—— Hourly Spectra —— Min. Ordinates —— Hourly Spectra — Min. Ordinates
— Max. Ordinates - Bretschneider Fit — Max. Ordinates — Bretschneider Fit
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Figure 45. Hourly and average spectra with Bretsameider fit of two consecutive days.
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Figure 46. Significant wave height, HmO, and avege wave period, TO2 for the selected two
consecutive days.
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Arch Point
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Figure 47. Wind Speed [knots] land station closeptArch Point

7.2.7 Summary Statistic Variations

Having looked at the variation of the spectral €hap terms of time scales, the variation of spéatt@mpe due to changing
summary statistics is now investigated. This isde@ted by assessing the average spectra withimeals of a scatter diagram.
Although it was mentioned previously that the rectanded scatter diagram elements should be a hadfr g half second in
size, for this study a 1m by 1s element size bimsisd for convenience and to increase the numbsgpeditra residing in a scatter
diagram component.

7.2.7.1 Iso-Height & Iso-Period

Figure 48 below shows the bi-variate scatter diagimm the month of December 2003. The scattenetes of iso-height with
a range of 2nx H,,0 < 3m and iso-period of % Ty, < 8s are indicated by the bounding boxes. These selected as they both
incorporate the element of most occurrenégs;(2-3m, To,: 7-8s).
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Figure 48. December 2003 bi-variate scatter diagm with selected iso-height and iso-period
elements.
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Figure 49. Average spectra and Bretschneider fitof iso-height scatter elements of Figure 48.
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Figure 50. Average spectra and Bretschneider fitof iso-period scatter elements of Figure 48.

Figure 49 shows the average spectra and relevatsdmeider equivalent for the five elements thatcantained within the iso-
height band of the scatter diagram of Figure 4&e Bretschneider fit was calculated from the sigaift wave height and
average period of the resultant average spectruimnan the median points of the scatter diagram etesn The plots are
truncated at a frequency of 0.3Hz for conveniers¢ha spectral ordinates that reside from 0.3Hthéoupper frequency limit
contain very little energy. The goodness of fieath of the empirical spectra are clearly visiylénspection.

Figure 50 shows the average and Bretschneiderrapiecteach of the iso-period scatter elementscatdd in Figure 48. The
common component dfl,,¢ 2-3m, Ty,: 7-8s to both the iso-period and iso-height is regteated in Figure 50 but outlined in
Figure 49. Also note that for convenience, tharats of the last plot of Figure 50 does not hédneesame scale as the other
plots in that figure. From Figure 50 it can beusmd) that the average spectra of each scatter diagganponent is a better fit to
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their equivalent Bretschneider spectra except lier élement oo of 6-7m, Tox: 7-8s which is better approximated by a
JONSWAP type spectral shape.

7.2.7.2 Iso-Steepness

As a final investigation into the variation of maesd spectra, the scatter diagram componentsahaivfthe significant steepness
line of 1:20 was investigated for the month of Jagu2005. This month was selected as it incorporahe highest recorded
significant wave height in the duration of the megament scheme. The significant steepness of W& chosen as it is an
approximation of the steepness of a Pierson-Mosizoempirical spectrum {s= 1:19.7), therefore the fitted Bretschneider
spectrum to the average spectra would be a clgg®xéimation to a P-M spectrum. The positions & tfosen facets of the iso-
steepness are indicated in Figure 51 below, thabiate scatter diagram for the month of interés.previously stated, this is the
unbiased scatter diagram for the month of Januadyirrcorporates 737 (95%) measurements, whichteesubne measurement
per hour for the entirety of the month.
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Figure 51. January 2005 bi-variate scatter diagramvith selected iso-steepness components.

The average spectra and Bretschneider equivalenhéoeight components selected along the iso-s&ésspline as indicated in
Figure 51 are plotted in Figure 52. Six of theheigveraged spectra are in good agreement witBté&eschneider fit, including
those sea states of a severe nature. The reagbradifme of the sea states selected do not confottmetempirically derived
spectra in some instanced is due to low levelscofioence.
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Figure 52. Average spectra and Bretschneider fitof iso-steepness scatter elements of Figure 51.

7.3 SyBIL POINT, |RELAND

7.3.1 Measured Seaways

A Datawell non-directional Waverider buoy was deeld at an exposed location 37 nautical miles saugbt along the western
seaboard and in a water depth of approximately @8ybil Point. The data from this location is foperiod of 23 days during a
winter season from mid-December to mid-January. d&@ buoy recorded the surface elevation withnapfiag frequency of
2.56Hz, however the receiver at Arch Point usedolder Datawell data management system (DIWAR)e data management
system (RfBuoy) utilised by the Sybil Point buoysten extended surface elevation record of 30 ménuwthich is subsequently
logged ever half hour.

7.3.2 Predicted Seaways

To compliment the Sybil Point measurements, predictata was made available for a location clogbddouoy deployment site.
This computed data was provided by the Irish melegical office, Met Eireann, whose regional WAM d&b is used for wave
forecasting and which extends from 4.75°W to 12.58kd 50°N to 56°N. It is possible to produce ditew@l spectra for any
node point within the regional grid and from thélse summary sea state statistics are derived. WAB model provides a 48
hour forecast updated every 6 hours. The foretast comprises of a directional spectrum togettihr the summary statistics.
For the comparison study conducted here, the n@iibnal spectrum of the zero hour analysis witme interval of 6 hours is
derived and compared to the nearest temporal medsyrectrum. The location map is shown in Fig@devbich includes the
deployment sites of the buoy, the WAM grid at ¥4 réegspacing, and the selected WAM data point usedhe spectral
comparison at Sybil Point.
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Figure 53. Location map of buoys and WAM grid poirts.

7.3.3 Predicted Fidelity

This investigation involves evaluating the spafiidélity by comparison of measured to predictedcs@eat the Sybil Point site.
A limited dataset is available for comparison buyjc@d range of sea states were recorded, the targemg a significant wave
height of 9.97m. Firstly, a regression analysislase on the concurrent data comparing the sumsiatistics of the WAM
model to the data buoy. This is carried out f& zlkero hour prediction of the WAM model. It is geally found that the WAM
model over predicts in low sea states and undetigieein higher sea states. For selected pointsariime history, a comparison
is made of the variance density spectrum from th&MAmodel and the buoy. The directional spectrunals investigated to
better understand the deviation of the WAM modelcsfal ordinates from the measured spectra.

7.3.4 Forecast Comparison

Previously the summary statistics from regiorf&g@neration wave models have been compared to neebgalues to assess the
models accuracy and forecasting ability. In thiglg, the 2 dimensional spectra from the region&MVimodel for Ireland was
supplied to the HMRC for investigation. To comptarhthis data set, a data buoy was deployed offvéb&t coast of Ireland.
Unfortunately this buoy is non-directional, themef@omparisons of the 1 dimensional frequency spectould only by made.

7.3.5 Summary Statistics

The recorded files are of 30 minute duration andewegged every half hour. This measurement poweess carried out from
19" December 2007 to f1January 2008, and resulted in 1,105 files. THiss were spectrally analysed to determine the
variance density spectrum and associated summeligtits as described in Table 1.1. The bi-varsaggter diagram is shown in
Figure 54 which indicates that even though the mmesmsent duration was equivalent to a month’s datarge range of sea states
were recorded.
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Figure 54. Bi-variate scatter diagram for Sybil Pint.

To compliment this measured data, HMRC obtain@dy&neration forecast data which was supplied by Bletann, Ireland’s
meteorological office. The regional WAM model foeland has a spatial resolution of a % degreerigitude and latitude, and is
nested within the global European model run by Eoeopean Centre for Medium Range Forecasts (ECMWH)e regional
WAM model provides a 48 hour forecast which is gatedl every 6 hours. This forecast contains ectilimeal spectrum of 30
frequencies and 24 directional bins. The unithef variance density is therefome?[Hz/°. By integration across direction, the
one dimensional variance spectrum may be obtainéde spectrum in the model is separated with ataabdirectional
resolution A9) of 15° and a constant relative frequency resofuthf/f) of 0.1. The frequency resolution is defined bg high
and low discrete frequencies and the number ofufragies in this range. The frequency resolutiodeiined by the equation
below, where N is the number of frequencies. Thiethod of discretisation results in a frequencygeafrom 0.0345Hz to

0.5476Hz and.f;=1.1f.
f 4
Af = (—f“'ghj ~1|f

low

Figure 55 plots the significant wave height derifedn both the measured data and the WAM modeke WM data used is the
zero hour forecast, that is the first forecast @adfi each 6 hourly 48 hour prediction. In gené¢hnal WAM data does coincide
with the peaks of the storms although the energyaioed is either under or over predicted.

Figure 56 shows the relevant wave periods from dath sets for the Sybil Point location, as derifrech the spectra. It is clear
that there is better agreement between the WAMmnaedsured data for the peak and energy period trathé average period,
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Figure 55. Significant wave height, HmO, of meased buoy data and forecast WAM data from

Sybil Point.
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Figure 56. Wave periods, Tp, Te and T02 from meased and forecast data for Sybil Point.

To better understand the differences from the ptigdi to the measured data, a regression analyessscanducted on the data.
Only those measured data files that were recortiedtime closest to the WAM output were considetidt is every 6 hours.
Figure 57 shows the regression plots of the founrsary statisticSHyo, Toz, Te andT,. The trend observed previously of the
WAM model over estimating significant wave heightawer levels and under estimating at higher Igvglclearly evident in the
linear fit. There appears a general over estimatiothe average period while the energy periodnse® be well predicted. A
similar trend to the significant wave height is fiduwith the peak period regression plot as thersoime over and under
estimation taking place. The correlation coeffitje?, in Figure 57 is an indication of the goodnes§toflf the data is a perfect
fit then R = 1 and if the data sets are completely uncoed|ahen R— 0.
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Table 3.1 presents the percentage difference battihee\WWAM modelled output and the measured sumrsiatistics. A positive
percentage difference implies that the WAM datavsr predicted. The results of Table 9 below iaticthat in general, the
WAM model over predicts the four key summary statss but especially in relation to significant weaheight. It would appear
from the mean results that the peak period is @t Forecast summary statistics, although thera large variation in the
percentage difference, therefore it is concluded the energy period,, is the closest forecast result from the WAM modgb

draw concrete conclusions from this study howewegreater data set is required to comment on thebildy of the WAM
model.
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Figure 57. Regression plots of WAM versus measurethta, for summary statistics, Hm0, T02,

Te and Tp.
Summary Mean Standard Deviation Correlation Coefficient
Statistics Percentage Diff [%] Percentage Diff [%] R?
Hmo 10.52 18.65 0.83
To2 9.83 9.34 0.70
Te 2.06 7.19 0.73
Tp 0.16 11.45 0.56

Table 9. Mean and standard deviation percentage fierence and correlation coefficient between WAM ad measured
summary statistics.

7.3.6 Spectral Comparison

After the regression analysis, it was decided tecseertain data points to compare the measurectrsp shape with the predicted
WAM model output for instances when there was adgoatch or a large discrepancy. Only a few exampte presented here
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for inspection, the details of which are presente@iable 10 and the respective plots of significaatre height, one dimensional
spectrum and two dimensional spectrum are shoviigiare 58 to Figure 63.

WAM Prediction Measured Data
Hmo Toz Te To Hmo Toz Te Tp
00:00 21/12 2.60 6.51 9.54 13.51 1.37 5.23 9.82 11.76
00:00 25/12 3.23 9.72 10.81 12.29 3.32 7.77 10.08 13.33
12:00 28/12 5.36 8.71 10.59 12.28 4.00 7.61 10.38 14.29
12:00 29/12 8.35 11.09 13.34 14.86 8.96 9.83 12.34 15.38
18:00 30/12 3.36 6.84 9.46 12.29 3.14 7.03 10.04 11.76
06:00 03/01 3.47 6.61 10.00 14.86 2.07 5.49 8.71 14.29

Table 10. Summary statistics of selected spectrabmparisons.

Figure 58 and Figure 63 are examples of a largerefigncy between the predicted spectrum from theWw\odel to the
measured spectrum from the recording buoy. Iretipdsts, the WAM model indicates the presenceluifraodal sea state, both in
frequency and direction, with the total energy casgul of wind and swell components approaching fitwwo directions.
Although there is an overall over prediction frame MWAM model, the buoy data does indicate the erist of a low energy wind
sea component.

Figure 59, Figure 61 and Figure 62 signify a reabtmfit between the WAM model and the measured.daithough this might
be expected for the uncomplicated spectra of Fi§@rand Figure 61, which are single peaked in fretthuency and direction,
the WAM model also manages to predict the more dioated spectra that is shown in Figure 62.

Figure 60 indicates that at this location the WAMdeal does not dissipate the energy after the passfaay storm quickly enough.
Further investigation of this would require wind asarements and measurements from a directional inuclpse proximity to
the WAM grid node, to fully understand the wave gration mechanics at the chosen location.
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Figure 58. Significant wave height, and two dimensnal spectrum for 00:00 21/12/07
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Figure 59. Significant wave height, and two dimensnal spectrum for 00:00 25/12/07
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Figure 60. Significant wave height, and two dimensnal spectrum for 12:00 28/12/07
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Figure 61. Significant wave height, and two dimensnal spectrum for 12:00 29/12/07
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Figure 62. Significant wave height, and two dimensnal spectrum for 18:00 30/12/07
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