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1.0 Executive Summary
Marine renewable energy devices, such as wave energy converters or tidal turbines, not only
have the potential to provide clean, reliable power to the grid but may also offer new
opportunities for ocean exploration by providing power for oceanographic sensors where other
sources cannot. However, an important consideration in making this vision a reality is
understanding whether the marine energy devices may interfere with oceanographic
measurements. Interference may occur through several pathways, including sound produced by
the device and the motion of the device itself. In this report, we provide an overview of
interference pathways and their implications before exploring two use cases for marine
energy­powered ocean observing platforms: a tidal­powered passive acoustic monitoring
system and wave­powered wave measurement buoys. For each use case, we review the
relevant literature and underlying physics of the systems as they are relevant to the desired
measurements before making recommendations for design of such systems.
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2.0 Introduction & Background
Marine renewable energy (MRE) devices (e.g., tidal turbines, wave energy converters)
introduce acoustic, kinetic, electrical, and/or magnetic noise or disturbance into the
environment. When MRE devices are used to power co­located ocean instrumentation, these
disturbances may interfere with end­use ocean observing objectives. This report seeks to better
understand the effects of these disturbances and inform design considerations for such systems
to avoid critical interference through the analysis of two specific case studies.

2.1 Overview of MRE Interference Mechanisms

Interference from MRE devices is possible through three pathways: electrical, acoustic, and
kinetic (motion). In this section we will provide a brief introduction to each of these, before
providing a more in depth investigation of specific use cases where acoustic and motion
interference play a critical role in the subsequent chapters.

2.1.1 Electrical

Electrical interference with sensors is a common challenge in ocean instrumentation integration,
and can affect all types of digital measurements. As an example, Malinka et al. 2018 used
hydrophones integrated into the foundation of a full­scale tidal turbine to monitor harbor
porpoise behavior at the deployment site. Electrical interference from an unknown source
resulted in noise in the frequency band where harbor porpoises vocalize, significantly reducing
the detection range of the passive acoustic monitoring system. Unfortunately, electrical
interference is difficult to predict, but can be mitigated through good grounding practices and
electrical isolation of components. Electrical interference pathways will also be highly specific to
the device configuration and its electronics hardware. For this reason, we do not investigate
electrical interference further in this report, but emphasize that it is an important consideration
and requires testing before deployment.

2.1.2 Acoustic

All MRE devices will generate some sort of acoustic noise. This noise can come from two
sources: mechanical or audible electrical noise (e.g., generators, bearings, switching of power
electronics) and noise from induced turbulent flow. Acoustic measurements of MRE devices to
date indicate that mechanical noise will typically be tonal or impulsive in nature. Interference
from mechanical noise can, in many cases, be mitigated during design by avoiding non­critical
moving components. For example, metal flaps designed to reduce silt inflow on the
DeltaStream turbine created loud clanging noises, an issue which could likely have been
mitigated in the design phase (Malinka et al. 2018). Similar sources of mechanical sound have
been observed from wave energy converters.

Conversely, turbulent flow through turbines will generate acoustic noise that is typically
broadband and continuous in nature (Lloyd, Turnock, and Humphrey 2014), and which may
vary with the operating state of the MRE device (Polagye and Murphy 2015). Flow induced by
wave interactions with wave energy converters will also produce broadband sound, though it
will be less continuous in nature.

In addition to radiated sound, turbulence­induced pseudo­sound (“flow noise”) can occur
when turbulent structures are advected over a hydrophone (e.g., hydrophone is stationary in a
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turbulent flow, or moving in a stationary field). Flow noise will result in increased noise levels,
though this is a factor for deployment of hydrophones in any tidal or wave­driven environment
and not unique to MRE­powered systems.

Sound generated by MRE devices will most directly impact passive acoustic measurements,
as it may mask detections of sounds of interest and reduce the effective range of monitoring
capabilities. It also has the potential to affect active acoustic measurements if the MRE device
produces sound at the operating frequency of the sensor (typically on the order of kHz or MHz).
Finally, acoustic interference may indirectly affect any biological measurements if the MRE
device is audible to the species of interest. However, it is important to consider audibility and
possible behavioral changes in the context of other anthropogenic noise (e.g, vessel traffic,
marine construction).

2.1.3 Motion

When oceanographic sensors are coupled with MRE devices, the motion of the MRE device
may interfere with sensor operation. This is more likely to be a concern for wave energy
converters (WECs) than for tidal turbines, because WECs are inherently coupled to wave
motion. The challenges associated with interference due to WEC motion were evidenced by a
2018 demonstration project where an instrumentation system including hydrophones, optical
cameras, and multibeam sonars was coupled with a point absorber­type WEC (Joslin
et al. 2019). Entrained air from waves crashing on the hull of the WEC created bubbles that
often obscured the field of view of both the optical cameras and multibeam sonars, and the
heaving motion of the device created a challenge for target detection and tracking. For a
floating tidal turbine platform, similar challenges can be expected, though the platform would
likely be deployed in a location with less energetic wave conditions, so entrained air/bubbles
may not be a significant concern. However, effects of turbulence and vibration at high current
should be considered. For passive acoustic measurements, platform motion can result in flow
noise when the hydrophone has significant velocity relative to the ambient water.

Motion may also interfere with measurements that rely on accelerometers or gyrometers,
such as estimation of wave parameters. An appealing application for micro­scale wave power is
to power wave buoys, as they are typically deployed in locations where there is a strong wave
energy resource. However, the wave energy converter would not only respond differently to
waves (e.g., be tuned to maximize its own velocity), but would also inherently alter the
surrounding wavefield due to the extraction of energy.

2.2 Use Cases

In this report, we will investigate two use cases for marine energy­powered ocean observing
platforms that provide insight into the role that both acoustic and motion interference may play.
First, we investigate how acoustic interference may impact a tidal­powered passive acoustic
monitoring system, then, we explore the implications of platform motion and energy extraction
for a wave energy converter­powered wave measurement buoy. For both use cases, we review
relevant literature and make recommendations for future system design.

Introduction & Background 3
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3.0 Use Case 1: Tidal­powered Passive Acoustic Monitoring
Passive acoustic monitoring (PAM) is routinely used to monitor the presence of vocalizing
marine species, anthropogenic noise pollution, and ambient sound levels in the marine
environment (Howe et al. 2019). Many widely used PAM systems (e.g, Chelonia Ltd. C­POD;
Multi Électronique AURAL­M2) are autonomous systems ­ power is provided by an onboard
battery, and data or processed data products are only available after the recovery of the
system. However, for many applications, it is desirable to have access to data in real­time or
near real­time (Van Parijs et al. 2009). For example, during construction operations or vessel
navigation, real­time information about marine mammal presence can be used to limit acoustic
emissions or avoid collision. Cabled recording systems can meet this need ­ power and data
transmission are facilitated by a cable to shore. However, such systems are expensive and
require significant infrastructure development, and many operational systems in the US are
operated by the navy, meaning that access to data is limited (Melinger et al. 2007; Van Parijs
et al. 2009).

Recent developments in PAM technology have aimed to bridge this gap by providing data in
real­time or near­real time via satellite connection. Baumgartner et al. 2019 developed a
moored buoy system for real­time monitoring of baleen whales that is capable of 12+ month
deployments. Briefly, the system consists of a mooring containing an acoustic monitoring
system capable of real­time detection that is connected via a compliant cable to a surface
expression that supports an Iridium satellite system. Calls are detected in real­time using a
pitch­tracking approach to identify tonal calls, and classification uses quadratic discriminant
analysis to compare detected calls to a library of known call types. Classification has varying
accuracy for different species, but analysis showed that more than 25% of calls were missed for
all whale species present (Right, Humpback, Sei, and Fin). Detected calls are transmitted to
shore via satellite every two hours with data transmission rates selected to minimize satellite
service costs. SMRU consulting1 developed a lower cost real­time acoustic buoy (the Coastal
Acoustic Buoy; CAB) for short­term deployments in coastal regions. On this system,
hydrophones are integrated into the surface expression, eliminating the need for an expensive
compliant cable. The CAB has an onboard computer that runs PAMGuard2, an open­source
software package for passive acoustic monitoring. Raw data are stored onboard while
PAMGuard data products (e.g., average noise level, detection information) can be relayed in
real­time over a 3G or radio connection. When data are processed and transmitted in real­time,
deployment duration is limited to approximately 14 days. Finally, ongoing work at PacWAVE, a
wave energy test site off the coast of Oregon, has led to the development of the Coastal
Real­time Acoustic Buoy (CRAB), an autonomous real­time passive acoustic monitoring buoy
that is similar in concept to the system presented in Baumgartner et al. 2019, except that data
are transmitted to the surface using an acoustic modem rather than a flexible cable. Battery life
is limited to 6 months, meaning that for permanent installations, regular maintenance will be
necessary, and the current system is calculates noise summary metrics, but does not currently
support real­time classification of marine mammal vocalizations or other sounds.

While these systems all represent promising advances in autonomous, real­time passive
acoustic monitoring technology, challenges related to data bandwidth, real­time computing, and
deployment duration are ubiquitous. A possible solution is to power systems with the
hydrokinetic energy available at the monitoring site using devices such as tidal turbines or wave
energy converters. This would extend deployment durations, as monitoring equipment would
only need to be serviced when equipment failed, and provide the additional power necessary
for advanced onboard computing (e.g., deep learning). However, if such a system is to be
1. http://www.smruconsulting.com/products­tools/cab/
2. https://www.pamguard.org/
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Turbine Capacity
Measured
Frequency
Range

Tonal Sounds
Broadband
Sound

Peak decidecade
SL (dB re 1
µPa @ 1 m)

Peak
decidecade
bin (Hz)

Citation

Schottel 50 kW 20­40000
between 2000
and 400 Hz

to
20000 Hz

122 500 Schmitt et al. 2015

Open Hydro 2.2 MW 70­80000
between 20
and 1300 Hz

40 to
8000 Hz

152 128 Lossent et al. 2018

Atlantis
AR1500

1.5 MW 10­40000

100 Hz and
20,000 Hz
(harmonics
observed)

50 to
2000 Hz

143, 10+ dB
lower in bands not
containing tone*

100 Risch et al. 2020

RivGen 35 kW 50­1000
100 Hz (varied
with turbine
operational state)

50 to
1000 Hz

132, 10+ dB
lower in bands
not containing tone*

100
Polagye
and Murphy 2015

*Risch 2020 and Polagye 2015 do not report source level. Risch 2020 reports the average noise level from drifting
measurements 0­20 m from the turbine, and Polagye 2015 reports the noise level measured at the closest point of
approach to the turbine during drifting measurements

Table 1. Overview of existing acoustic measurements of tidal turbines. To facilitate
comparison, only studies that report sound in decidecade levels are included.

useful for passive acoustic monitoring, it is critical to understand and mitigate any acoustic
interference from the marine energy device that may impact passive acoustic recordings. In the
present work, we discuss important considerations in the design of such a system and assess
the impacts of acoustic interference.

A tidal­powered passive acoustic monitoring system has been proposed for real­time
monitoring of southern resident killer whales in Puget Sound to alert ferry operators to their
presence and avoid potential collision. This system will expand the capabilities of the CRAB
system to include real­time classification and longer deployment durations. Here, we use this
proposed system as a case study to explore the anticipated characteristics of acoustic
interference, practical limits for sound emissions from the marine energy converter, and
implications of hydrophone placement relative to the turbine. First, we review existing
knowledge surrounding the radiated acoustic noise generated by tidal turbines and the acoustic
characteristics of southern resident killer whale vocalizations. This information is used to
analyze the impact that radiated noise from a tidal turbine might have on the detection range of
passive acoustic monitoring systems. Finally, we analyze the impact that changes in mean
velocity and turbulent kinetic energy in turbine wakes might have on turbulence­induced
pseudosound (“flow noise”) in the vicinity of the turbine, and implications for hydrophone
placement. Our analysis is used to inform recommendations for design of tidal­powered passive
acoustic monitoring systems. While monitoring of southern resident killer whales is used as a
case study in this work, similar analysis could be extended to other species and the
characteristics of most marine mammal vocalizations are relatively well documented.

3.1 Acoustic Emissions from Tidal Turbines

Studies of the acoustic emissions of tidal turbines and other marine energy converters have
typically had the objective of understanding any effects they may have on marine life (e.g.,
hearing effects, behavioral changes) (Polagye and Bassett 2020). Here, we investigate this

Use Case 1: Tidal­powered Passive Acoustic Monitoring 5
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topic with a different goal: understanding how sound emitted by a turbine may impact
co­located passive acoustic monitoring.

Table 1 summarizes several published acoustic measurements of tidal turbines. Several
other studies (e.g., Bevelhimer, Deng, and Scherelis 2016; Hastie et al. 2018) have analyzed or
discussed acoustic emissions from tidal turbines, however, here we focus on those that report
sound pressure level (SPL) in decidecade (third­octave) levels to facilitate comparison between
studies. While the power output of a turbine used to power a passive acoustic monitoring
system would likely be an an order of magnitude smaller than the smallest turbine included in
Table 1, these studies do provide valuable insight into the characteristics of sound emissions.
All studies report both broadband (i.e., spans a wide range of frequencies) and tonal sounds
(i.e., sound is concentrated over a narrow range of frequencies) associated with turbine
operation. Broadband noise generally decreases in intensity with increasing frequency, with
peak levels below 1000 Hz. Tonal sounds vary between turbines in both frequency and
structure ­ tones were between 20 and 20,000 Hz, with or without harmonics, and some were
frequency­modulated while others were relatively constant in frequency. Multiple studies
(Polagye and Murphy 2015; Risch et al. 2020) hypothesize that observed tonal sounds were
produced by the turbine generators, though this is difficult to verify. Polagye and Murphy 2015
found that acoustic emissions varied in both frequency content and intensity with turbine
operational state. Finally, the limited data available indicate that sound levels generally
decrease with turbine size, meaning that any turbine used to power a passive acoustic
monitoring system would likely produce lower intensity sound than the turbines described here.
However, our use­case application represents a stand­alone energy harvesting system for
which all components will be submerged. A typical tidal turbine installation intended to provide
power to the grid, like those measured in the aforementioned studies, would separate switching
power electronics needed to control the turbine generator and condition its power from the
turbine itself. Such components produce noise that varies with switching frequency and rotation
rate3, and may contribute to acoustic emissions from a small turbine used to power in situ
instrumentation.

In addition to field measurements, some efforts have been made to model the radiated sound
generated by turbulent flow through tidal turbines. Li and Çalişal 2010 use a discrete vortex
model (DVM­UBC) to model the performance of an axial­flow turbine, and then use a numerical
model to calculate the wake­induced velocity. Results are nondimensionalized, but show peak
acoustic intensity at 4 Hz followed by a roll­off in acoustic intensity with frequency. Lloyd,
Turnock, and Humphrey 2014 used a large eddy simulation (LES) to model sound produced by
a lab­scale turbine. The model was validated by comparing performance characteristics of the
turbine with lab tests before scaling results to a full­scale turbine using the Strouhal number.
Turbine sound intensity peaked at the blade passing frequency, with peak levels of 144 dB re 1
uPa, which is comparable to field measurements. A major limitation of these models is that they
do not account for mechanical noise (i.e., tonal sounds), and therefore likely underestimate
sound levels at some frequencies. However, paired hydrodynamic­acoustic models may prove
a useful tool for estimating how turbine sound might change with tidal currents, and therefore
how marine mammal detection capabilities might vary with turbine operating conditions.

Directionality of acoustic emissions may also be a consideration for placement of co­located
hydrophones. While Lossent et al. 2018 did not find evidence of directionality in in situ
measurements of a 2.2 MW turbine, modeling efforts by Li and Çalişal 2010 did indicate
directionality in both the intensity and frequency content of sound produced by the turbine.
Future measurements of turbines used to power passive acoustic monitoring systems should
include measurements from multiple angles relative to the turbine to investigate whether
3. https://support.industry.siemens.com/cs/document/83180185/engineering­manual­sinamics­g130­g150­s120­chassis­s120­cabinet­modules­s150?

dti=0&lc=en­WW
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directionality should be considered in hydrophone placement.

3.2 Marine Mammal Vocalizations

In order to assess the impact that acoustic emissions from a tidal turbine would have on
detection of marine mammal vocalizations, it is important to understand the acoustic
characteristics of those vocalizations. Here, we focus on the vocalizations of orcas (orcinus
orca), and, because the characteristics of orca calls will vary between populations and social
groups (pods) (Ford 1987), we specifically focus on southern resident killer whales (SRKW).
However, literature on the characteristics of marine mammal vocalizations is abundant, and
similar information is available for other populations/species.

Orcas produce three types of calls: echolocation clicks, whistles, and pulsed signals. Clicks
are short (<250 µs), broadband (10­100 kHz) pulses used for echolocation (Ford 1987).
Whistles are tonal signals with limited harmonics or sidebands that are typically observed when
orcas are socializing, and vary widely in frequency content and structure (Ford 1987). Thomsen,
Franck, and Ford 2001 found that resident killer whale whistles are frequency­modulated tones
with an average bandwidth of 4.5 kHz and an average dominant frequency of 8.3 kHz, with an
average duration of 1.8 seconds. While Thomsen, Franck, and Ford 2001 did not quantify the
source level of whistles, they are qualitatively described as lower source level “short range” calls
used when whales are in close proximity to one another. Pulsed signals are the most common
and characteristic orca call, and are composed of pulses generated at high repetition rates
(250­2000 pulses/second). Unlike whistles, pulsed signals are characterized by more complex
structures with multiple harmonics. Pulsed signals usually fall between 1 and 6 kHz, though
high­frequency components of the call may reach 30 kHz, and signals can last anywhere from 5
ms to 10 s, with the majority between 0.5 and 1.5 s (Ford 1987). Ford 1987 found that pulsed
signals fell into distinct categories and the same calls were repeated by population groups over
the course of a five year study. Twenty­six pulsed signal call types were associated with
SRKWs, and, while most calls were shared by more than one pod, individual pods had specific
variants of the calls (subtypes). Ford 1987 does not estimate source levels of pulsed signals,
but does present detailed information about the frequency content of each pulsed call type.
More recent studies have analyzed call source level. Holt et al. 2009 found that the peak root
mean square (rms) source levels of SRKW calls ranged from 133­174 dB re 1 uPa at 1 m with
a mean of 155 dB re 1 µPa, and found a positive correlation between background noise levels
and call source level (e.g., whales increased their volume in louder conditions).

3.3 Passive acoustic monitoring ranges

The maximum range at which a marine mammal vocalization will be detectable will depend on
the source level (intensity) of the call,the frequency content of the call, ambient or
anthropogenic noise levels in the frequency band of the call, and the bathymetry of the region
between the marine mammal and the hydrophone. In this section, we review two relevant PAM
studies that analyzed detection range. Riera et al. 2019 performed passive acoustic monitoring
of resident killer whales off of Vancouver Island ­ particularly relevant to the selected case study
given the study population and location. Acoustic recordings were made using AURAL­M2
(Multi Électronique) autonomous recorders. Recorders were deployed for periods of several
months and operated on approximately 33% duty cycles (10 minutes on; 20 minutes off). While
it is not explicitly stated, data storage capacity appears to have limited deployment length/duty
cycle volume rather than battery power. The maximum range at which orcas could be detected

Use Case 1: Tidal­powered Passive Acoustic Monitoring 7
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was estimated using a ray­tracing model that incorporated site bathymetry and the recorded
ambient noise levels. Orca calls were modeled with a source level of 152 dB re 1 µPa @ 1 m
at 1200 Hz and a duration of 1 s. Ambient noise was averaged in 1­month bins to evaluate any
seasonality. Due to variable bathymetry at the deployment site, the maximum range where an
orca could be detected not only varied with ambient noise levels, but was also dependent on
angle relative to the hydrophone. The maximum detection range was 8.8 km in July, while the
minimum range was 3.5 km in January. Shorter time­scale variability in detection range due to
anthropogenic noise (e.g., vessel passing) or tides (e.g., flow noise) is not analyzed.

Malinka et al. 2018 performed passive acoustic monitoring of harbor porpoises in Ramsey
Sound, Wales. While harbor porpoises produce higher frequency (27­120 kHz) calls than orcas,
this study is particularly relevant because hydrophones were integrated into the base of a 400
kW tidal turbine with the objective of understanding potential environmental impacts of the
turbine. This study demonstrates some of the challenges associated with passive acoustic
monitoring at highly­energetic tidal energy sites ­ five out of twelve deployed hydrophones failed
after deployment, and there was persistent electrical noise in the same frequency band as
porpoise vocalizations. The electrical noise masked click detection, and a longer detection
range would likely have been possible if the electrical noise had been identified and mitigated
prior to deployment. The authors use a simple propagation model to estimate detection range,
defining the ambient noise level based on the electrical noise band. The estimated maximum
detection range varied between 20 and 200 m depending on the source level of the call. The
authors note that, because electrical noise dominated the frequency band of interest, detection
capabilities did not vary significantly with turbine operational state or tidal current, but this would
be a consideration for other similar studies.

While the higher frequency of harbor porpoise calls certainly plays a role, the
orders­of­magnitude difference between the detection ranges in these two studies underscores
the importance of understanding interference if tidal turbines are to be used to power passive
acoustic monitoring systems. Therefore, in the next section, we explore the relationship
between turbine­generated acoustic noise and detection range.

3.4 Detection range in the presence of a turbine

A simple propagation model is used to model the effects of turbine noise on marine mammal
detection range. We note that a more complex model, such as the ray­tracing model used in
Riera et al. 2019, would give more accurate results for a specific deployment scenario.
However, a propagation model provides insight into permissible turbine noise levels for effective
passive acoustic monitoring.

The received level (RL) of a marine mammal call at a hydrophone will be:

RL = SLcall − TL, (1)

where SLcall is the source level of the call and TL is the transmission loss, and all terms are in
dB re 1 µPa. Using a combined spherical/cylindrical propagation model to model transmission
loss:

TL = 20 log10(d) + 10 log10(r)− 10 log10 d+ αr, (2)
where d is the water depth, in m; r is the range from the hydrophone, in m; and α is the
frequency­dependent coefficient of attenuation, in dB/m (Francois and Garrison 1982a, 1982b).

The call can be considered detectable if it exceeds the noise level in the same frequency
band by some threshold, T dB. Here, we use a threshold of T = 5 dB and estimate the noise
level of the turbine at the hydrophone as:

NL = SLturb − 20 log10(s)− αs, (3)

Use Case 1: Tidal­powered Passive Acoustic Monitoring 8
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where SLturb is the source level of the turbine and s is the separation distance between the
turbine and the hydrophone, in m. This expression assumes spherical spreading between the
turbine and the hydrophone. Equations 1, 2, and 3 can be combined to create an expression
for the maximum turbine source level that will permit detection of the marine mammal call at a
given range, rmax:

SLturb < SLcall − 20 log10(rmax)− 10 log10(rmax) + 10 log10(d)− αrmax + 20 log10(s) + T. (4)

To explore the practical limits for turbine noise, we modeled a orca call at 1000 Hz with a
source level of 152 dB (the same source level as in Riera et al. 2019), and estimated the
maximum turbine noise level in the decidecade band containing that frequency (891­1122 Hz)
as a function of rmax and s following Equation 4. To provide a more accurate estimate, we used
the sound pressure level of the call by integrating over the decidecade band (156 dB re 1 µPa).
Because the rate of attenuation increases with frequency, α was conservatively calculated at
the upper end of the decidecade band (1122 Hz).

Figure 1 shows the maximum sound pressure level of the turbine in the 1000 kHz
decidecade band as a function of turbine/hydrophone separation (s) and detection range (rmax).
Due to the logarithmic nature of transmission loss, relatively small changes in the distance
between the turbine and the hydrophone have a significant impact on acceptable turbine noise
levels ­ for a maximum detection range of 500 m, moving the hydrophone from 1 to 3 m from
the turbine results in a nearly 10 dB increase in the turbine noise limit. While this is a somewhat
oversimplified model that does not account for bathymetry, changes in sound speed, or the
wide variety of orca vocalizations, it does provide some insight into the feasibility of
tidal­powered passive acoustic monitoring system. While most of the turbines described in
Table 3.1 are louder than the thresholds in Figure 1, the sound levels from the 50 kW turbine in
Schmitt et al. 2015 (the smallest turbine reported) in the 1000 Hz decidecade band would
permit detection of orca calls to a range of approximately 2500 m when the hydrophone was 3
m from the turbine ­ a value comparable to the detection ranges calculated in Riera et al. 2019.
We note that this model also does not account for ambient noise or other anthropogenic noise
sources, and if these sources exceeded noise generated by the turbine, they would be the
limiting factor for marine mammal detection rather than the noise generated by the turbine.

3.5 Turbulence­induced pseudosound

In addition to radiated sound, turbulence­induced pseudo­sound (“flow noise”) can occur when
turbulent structures are advected over a hydrophone (e.g., hydrophone is stationary in a
turbulent flow, or moving in a stationary field). Bassett et al. 2014 investigated flow noise at
Admiralty Inlet in Puget Sound, WA and found that at peak tidal currents (≈1.8 m/s), noise
levels below 50 Hz were over 40 dB higher than at mean slack tide. Flow noise levels increased
with mean tidal velocity, and decreased with increasing frequency with a slope of approximately
f−3.2. While the impact of flow noise is an important consideration for low­frequency passive
acoustic monitoring in any tidal or wave­dominated environment, energy extraction will change
the characteristics of the flow (Chamorro et al. 2013; Guerra and Thomson 2019) and therefore
alter the characteristics of observed flow noise. While flow noise is unlikely to affect
measurements above 2 kHz even in the most extreme energetic conditions, it may impact
recordings of low­ or mid­frequency marine mammals, such as orcas, and is worth investigating.

Bassett et al. 2014 developed a flow noise model that utilizes measurements of velocity and
turbulence. The flow­noise pressure spectrum, in dB, is given by:

Sp(f) = 10 log10
aρ2ϵ2/3ū8/3f

23/15
sh f−16/5

(2π)2/310−12
, (5)
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Figure 1. Maximum turbine SPL at 1 m in the 1 kHz decidecade band as a function of
maximum orca detection range and separation distance between the turbine and
the hydrophone. Note that where ambient noise levels exceed turbine noise,
ambient noise will limit detection rather than turbine noise.
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Figure 2. a) Turbulent kinetic energy dissipation ratio (ϵ) in the Kvichak river during operation
of the RivGen turbine (from Thomson and Guerra 2018, b) mean horizontal velocity
during operation of the RivGen turbine (from Thomson and Guerra 2018, c)
estimated pressure spectra from flow noise at 1 kHz using Equation 5, and d)
difference between the estimated pressure spectra and a reference point, indicated
by the black dot.

where a is a constant; ϵ is the turbulent kinetic energy dissipation rate, in m2s−3; ū is the mean
flow velocity projected along the principal axis of the flow, in m/s; and f is the frequency, in Hz.
The shoulder frequency, fsh, is the transition frequency between two regimes ­ below fsh,
pressure fluctuations have much smaller length scales than the size of the hydrophone. Above
fsh, length scales are near or larger than the size of the hydrophone, and partial cancellation
over the surface of the hydrophone occurs. Bassett et al. 2014 found empirically that the
shoulder frequency was described by:

fsh = 0.1
( ū
d

)
, (6)

where d is the characteristic size of the hydrophone (i.e. length of the hydrophone in the
direction of the flow), in m. From Equation 5, it is clear that the magnitude of flow noise will
increase with both ϵ and u. In the wake of a turbine, an increase in ϵ is expected, but also a
decrease in the mean velocity, u, due to energy extraction (Guerra and Thomson 2019). To
investigate the effect that this would have on a hydrophone within the wake of the turbine, we
estimate flow noise levels using Equation 5 with turbulence measurements around the Ocean
Renewable Power Company (ORPC) riverine turbine (RivGen) in the Kvichak river in Igigugig,
Alaska (Thomson and Guerra 2018). Data collection methods can be found in Guerra and
Thomson 2019. To provide a reasonable estimate, we used a = 1.5 and d = 1.9 cm. We note
that this is the same turbine investigated in Polagye and Murphy 2015, though because
Polagye and Murphy 2015 used drifting hydrophones any changes in measurements resulting
from variable flow noise levels in the turbine wake would be minimal.

Figures 2a and 2b show ϵ and u measured while the turbine was operational, respectively
(from Thomson and Guerra 2018), Figure 2c shows the estimated pressure level from
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Figure 3. Estimated difference between flow noise in the Kvichak river at 1 kHz before
installation of the RivGen turbine and while the turbine was operational, using data
from Thomson and Guerra 2018

flow­noise at 1 kHz (from Equation 5), and Figure 2d shows the relative difference between the
estimated flow noise at 1 kHz and a point upstream of the turbine. Figure 3 shows the
difference in flow noise levels calculated using flow measurements made before the turbine was
installed and after the turbine was installed and operational. While the measured turbine is
significantly larger (35 kW) than would be necessary to power a passive acoustic monitoring
system, it offers some insight into trends in flow noise around a tidal turbine. While the data are
relatively noisy, it is clear that the decreased velocity in the turbine wake results in a decrease
in flow noise despite elevated turbulent kinetic energy dissipation rates. Conversely, in the
bypass flow (i.e., region of the flow downstream of the turbine, outside of the wake), increased
mean flow speeds result in an increase in flow noise levels. In a more hydrodynamically
complex tidal environment, the magnitude of flow noise will change over time with tidal current
velocity regardless of the presence of the turbine. The direction of the flow will also change with
ebb and flood tide, meaning that if a hydrophone is in the turbine wake it will measure different
levels of flow noise at the same mean tidal velocity during ebb or flood tide. This should be
considered in determining the optimal placement of a hydrophone within the flow. We also note
that the high­resolution wake characterization in Guerra and Thomson 2019 was performed
using drifting instrumentation. Because the turbine was deployed in a river, the authors were
able to make an assumption that the flow field was stationary in time and make measurements
over the course of many hours or days. In a tidal environment, this resolution of in situ wake
measurements at a single current velocity would not be possible. In practice, a combination of
modeling, laboratory testing, and in situ point measurements would be necessary to
characterize a tidal turbine wake.

3.6 Discussion and Recommendations

In this work, we have shown that while acoustic interference is an important consideration for
the design of a tidal­powered passive acoustic monitoring system, it is not a critical problem
that will prevent the successful development of such such systems. Based on the review and
analysis in this document, we can make the following recommendations for design of a
tidal­powered passive acoustic monitoring system:

• Review literature on vocalizations of the marine mammals of interest to identify the frequen­
cies where calls will be detected early in the design process

• Turbine noise in the frequency band(s) where marine mammals of interest are vocalizing
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should be well­characterized, including any directionality (e.g., detection range is higher/lower
depending on position relative to the turbine)

• Mechanical noise from generators or other components should be minimized, especially in
the frequency bands of interest. This could be considered in component selection (e.g., avoid
a generator that produces tonal sound at frequencies of interest)

• When possible, maximize separation distance between the hydrophone and the turbine to
reduce received levels of turbine noise at the hydrophone

• Turbine wakes affect the turbulent kinetic energy and mean flow velocity, which results in
altered flow noise levels around the turbine. This may result in a net reduction or increase
in flow noise levels depending on the position of the hydrophone relative to the turbine. This
should be considered in hydrophone placement and data interpretation, especially in tidal
environments where it will affect both sides of the turbine separately during ebb and flood
tides.

• Deployment locations with strong horizontal gradients in tidal current velocity may prove
ideal if it is possible to have the turbine in strong flow and the hydrophone in weaker flow to
minimize flow noise.

We have also identified the following knowledge gaps which could be addressed through future
research:

• There are no published measurements of the acoustic characteristics of micro­scale turbines,
or turbine implementations including a full complement of power electronics and these data
are needed to quantify detection ranges of tidal­powered passive acoustic monitoring sys­
tems.

• Turbine noise levels, and therefore detection range, will vary with tidal current speed/turbine
operational state. This should be a focus of any field measurements.

• Directionality of sound produced by tidal turbines is also relatively poorly studied, and may
have an impact on optimal hydrophone placement. Therefore, future field measurements
should record turbine sound at multiple angles relative to the turbine.

• An understanding of the characteristics and extent of wakes from micro­scale turbines will
facilitate an understanding of impacts on flow­noise for co­located passive acoustic monitoring
systems.

In sum, tidal­powered passive acoustic monitoring appears to be feasible from an acoustic
standpoint. However, successful development will require consideration of acoustic emissions
throughout the design process.
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4.0 Use Case 2: Wave­powered measurements of wavefields

4.1 Introduction

Measuring wavefields is critical for understanding pelagic and coastal system dynamics and
comprehensive marine/coastal engineering design. Wave energy converters (WECs) provide an
obvious source of energy for wave­measuring instruments, yet they create the nontrivial issue
of altering the wavefield such instruments are measuring. While ocean waves can be measured
from a variety of devices, e.g. pressure sensor arrays, buoy platforms, acoustic Doppler
instruments, and X­band radar, this review will focus on modern low­power options including
buoys and active acoustic instruments. There are two possible configurations to power a
wave­measuring platform using WECs considered here. The first, and the simplest option, is to
include the sensor package on the WEC body itself, assuming the WEC is a surface­following
system. The second is to power a wave instrument (buoy, acoustic surface tracking (AST)
capable instrument, pressure sensor array) using a WEC that is not physically coupled to the
wave instrument. This configuration doesn’t require the WEC to be a surface device.

In this chapter, we will provide an overview of how existing wave buoys function, how WECs
extract energy from waves, and considerations for their combination.

4.2 Field Measurements of Ocean Waves

There are two methodologies to measure wave height, period, and direction from buoys: 1.)
vertical acceleration in conjunction with wave slope and 2.) 3D particle motion (wave orbital
velocity). Inertial measurement units (IMUs), or some combination of
accelerometer­gyroscope­magnetometer, can be used to directly measure these properties.
Herbers et al. 2012 found that GPS units could be used to directly measure horizontal and
vertical displacements instead of an IMU, though an accelerometer is useful in place of
low­accuracy vertical GPS data (Pearman et al. 2014, Thomson et al. 2018). In deep water,
horizontal motion, measured by either GPS or IMU, can be used to estimate the vertical
(Herbers et al. 2012). For wave measurements, deep water is defined as the depth where
depth > wavelength/2. This is commonly refered to as “the deep water assumption.”

Raw wave data are typically processed using spectral analysis. Wave energy, significant
height and period can be found from the vertical autospectra alone, while wave direction and
spread are calculated from the auto­ and cross­spectra in the horizontal directions
(Longuet­Higgins, Cartwright, and Smith 1963, Kuik, Vledder, and L.H.Holthuijsen 1988).
Herbers et al. 2012, Thomson et al. 2018, and Rabault et al. 2020 provide helpful explanations
of these equations, which are detailed below.

Wave energy spectra are often calculated using the Welch method: applying a Hanning or
Hamming window on detrended samples of length X with 50% overlap and subsequently
computing a discrete Fourier transform on the samples. Vertical spectra (Szz) are typically
calculated from vertical velocity (m/s), which is found from raw accelerometer or GPS data;
horizontal spectra (Sxx, Syy) are typically calculated using horizontal velocity (m/s) found from
GPS speed over ground, horizontal displacement (m), or, for older wave buoys, pitch and roll.

Calculating significant wave height only requires the use of vertical measurements. Raw
accelerometer data requires filtering, typically with a high­pass filter to remove low­frequency
drift, and is integrated and smoothed with an RC filter either once or twice to solve for vertical
velocity and displacement, respectively (Thomson et al. 2018). Corrections should be applied
first if the sensor suite was not located at the buoy’s center of mass. If the deep water
assumption is applicable and the vertical data is not of sufficient quality, the vertical spectra can
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be found from the horizontal components of motion, which have greater precision on GPS:

Szz = Sxx + Syy (7)

The energy spectrum then, if using vertical displacement,

E(f) = Szz(f) (8)

And if using vertical velocity,

E(f) =
Szz(f)

(2πf)2
(9)

Where f is wave frequency vector of Szz. Peak wave period (Tp) is the inverse of f . Significant
wave height (Hs) and the average wave period (Tm) are found from the first two spectral
moments:

m0 =

∫ b

a
E(f)df (10)

m1 =

∫ b

a
fE(f)df (11)

Where a and b are the frequency limits, where a is typically no smaller than 0.0455 Hz and b is
usually not greater than 1.0 Hz, depending on device sensitivity.

Hs = 4
√
m0 (12)

Tm = m0/m1 (13)

Following the derivation in Thomson et al. 2018, directionality can calculated using the
horizontal spectra (Sxx, Syy) as defined previously and the cross spectra (Cxy, Cxz and Cyz).
The cross spectra here refers to solely the real part of Cxy, Cxz and Cyz, which are complex
numbers. These parameters are used to calculate the first two moments of the directionality
spectrum, a and b, which in turn can be used to estimate wave direction. The same equations
apply here regardless of the units that the data was measured in (units cancel out), and
accuracy and precision depend primarily on sensor quality and platform design.

a1(f) =
Czx√

(Sxx + Syy) ∗ Szz

(14)

b1(f) =
Czy√

(Sxx + Syy) ∗ Szz

(15)

a2(f) =
Sxx − Syy

Sxx + Syy
(16)

b2(f) =
2Cxy

Sxx + Syy
(17)

Wave direction, θ, is then:
tan(θ1(f)) = b1/a1, (18)

tan(2θ2(f)) = b2/a2 (19)
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where θ is real (not complex) and in radians measured counterclockwise from East. If an IMU is
being used, this may require correction with the local magnetic declination. Wave spread, ϕ, is

ϕ1(f) =

√
2(1−

√
a21 + b21), (20)

ϕ2(f) =

√
1

2
− 1

2
(a2(cos(2θ2)) + b2(cos(2θ2)) (21)

where ϕ is in radians. Note that there is a second formulation of these equations that only
provides results in two quadrants, resulting in ambiguity in the result. However, as the second
formulation does not require vertical acceleration data, it may be useful in coastal environments
where the wave direction is relatively unidirectional if vertical acceleration data are not available.

The viability of wave data can be verified in two ways. One is the ability of buoy
measurements to show characteristic f−4 dependence along equilibrium frequencies in the
calculated vertical spectra (e.g. Pearman et al. 2014, Thomson et al. 2015), as shown in Figure
4, though this method fails in changing wind (‘forcing’) conditions (Thomson et al. 2013).

Figure 4. Data comparison between a commercial Waverider buoy’s and a custom­built drifter
buoy’s vertical spectra, showing the characteristic f−4 slope (Pearman et al. 2014)

The second is a quality flag based on particle orbital motion as described by linear wave
theory. For a given wave, the ratio of horizontal to vertical displacement spectra shouldn’t be
greater than unity ((Sxx + Syy)/Szz ≤ 1, Figure 5). In deep water, this ratio should be 1 (e.g.
Thomson et al. 2015, Rabault et al. 2020).

The accuracy of wave buoy measurement techniques was verified by O’Reilly et al. 1996 by
testing a buoy operated by the NOAA National Data Buoy Center (NDBC) and a commercially
available Datawell Waverider (DWR) buoy (Figure 6) against a pressure sensor array. An array
of pressure sensors can measure wave parameters within the bounds of linear wave theory,
which was found, for this particular array, to between 0.06 and 0.14 Hz with an error of “a few”
percent as compared to linear wave theory. Compared to the pressure array, the DWR was
biased < 1% high in wave energy, with an rms error of 5 degrees and 7% for wave direction
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Figure 5. f−4 dependence and “check factor” quality control check. Bad data is where the
check factor is greater than 1. (Thomson et al. 2015)

Figure 6. Commercial Datawell wave buoys (Herbers et al. 2012)

and spread, respectively. Since this study, most wave measurement platforms are tested
against DWRs.

Bender et al. 2010 found that the standard error of a buoy using a simple GPS or IMU
sensor package is around 5% if 3­axis accelerometer data isn’t used to correct for gravity in
steep wave slope situations (> 10 degrees). Standard error was seen to increase to 40% in
hurricane­generated wavefields. Noise filtering of raw accelerometer data is also a critical step
to ensure data quality (Bender et al. 2010, Thomson et al. 2018).

Commercially available wave buoys are generally not capable of measuring waves with
periods smaller than 3 seconds (f>0.3 Hz) because of size (commercial Datawell or NDBC
buoys) or cost (as in Kohout et al. 2015 & Rabault et al. 2020). Smaller, research­developed
units (Thomson 2012, Pearman et al. 2014) can measure down to 1 second wave periods. To
measure waves, a buoy must be small enough relative to the wavelength that the wave energy
passes through the buoy; there comes a point in decreasing wavelength where waves will begin
to diffract around it. At the other end of the spectrum, because they are Lagrangian drifters,
buoys cannot measure waves within the infra­gravity swell band (> 22 s) accurately (Herbers
and Janssen 2016). Finally, because design and analysis are based around linear wave theory,
instruments have difficulty measuring nonlinear wave dynamics, e.g. wave slapping/slamming,
whitecapping and wave breaking. Examples of mooring configurations for commercial buoys
can be found in Figure 7.

A buoy’s ability to measure waves also depends on its wave­following ability, which in turn
depends on the platform design. Spherical hulls (e.g. DWRs) have been shown to do this well
(O’Reilly et al. 1996), though other buoy designs can achieve statistically accurate results with
post­processing adjustment. NDBC buoys utilize a transfer function to correct platform wave
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Figure 7. Buoy mooring diagrams (a.) NDBC DART buoy mooring (Teng 2002) (b.) Datawell
buoy mooring (Thomson et al. 2013).

damping based on empirical data (Teng 2002). Quasi­Lagrangian platforms (e.g. Thomson
et al. 2018) require post­processing due to damping (or acceleration) from platform restriction or
locomotion. A wave buoy ideally won’t have a natural frequency motion that creates peaks in
wave spectral data, though Thomson 2012 inadvertently discovered that a buoy’s bobbing
motion didn’t have an effect on the platform’s ability to follow wave orbital motion in the
horizontal plane. The vertical bobbing motion in this case was at a frequency higher than 1 Hz.

Another technique to measure waves is using acoustic surface tracking (AST). AST uses
Doppler measurement techniques: an active acoustic signal is used to detect the air­water
interface from below. A vertical beam measures the change in sea surface level, while 3 angled
beams measure horizontal wave velocity. Waves measurable by this technique are limited by
sampling frequency (Nyquist limit) and instrument depth (due to beam width and spread)
(Pedersen and Lohrmann 2004). While quantitative values are not given, qualitatively,
Pedersen and Lohrmann 2004 found that an acoustic instrument measured wave heights well
but had high uncertainty in wave direction during storm events compared to a DWR. Analysis of
AST data is done via the SUV method (’S’ for surface, and ’U’,’V’ refering to the horizontal
components of the velocity vector) (Pedersen, Siegel, and Wood 2007), which is closely related
to the traditional buoy methods outlined in this section.

4.3 Interference from Wave Energy Converters

4.3.1 WEC­influenced Wavefields

Energy harvesting is the critical interference issue with using WECs, regardless of design, to
power wave measurement systems because energy extraction directly affects wave height.
Wave energy is “stored” in a wave’s height, and the power delivered by a wave depends on its
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Figure 8. Nortek AWAC mounted in a bottom lander & a Datawell Waverider buoy (Pedersen
and Lohrmann 2004)

significant height, Hs and energy period, Te.

E =
ρgH2

s

16
(22)

The wave energy flux per unit of wave crest length, P , in W/m, is given by:

P =
ρg2H2

sTe

64π
, (23)

where g is the acceleration due to gravity, in m/s2, and ρ is the density of seawater, in kg/m3.
Energy extraction therefore decreases wave height, and the distance and spread of the
“downwave” decrease in wave height depends on the device’s size, type and PTO. Wave
energy periods are not affected.

WECs are designed to harvest energy most efficiently from a particular range of wave
periods. The waves that a device extracts energy from are characterized using a power matrix,
which is found by multiplying a device’s capture width matrix by a wave energy flux matrix of a
particular area of interest (Babarit et al. 2012), shown in Figures 9 and 10a. Capture width is
the ratio of the power captured by a particular WEC design to the amount of power contained in
the wave moving through it. The capture width matrix displays a device’s capture width under a
variety of wave heights and periods and is developed from modeling and/or wave tank
experiments (e.g. Bosma et al. 2015). A wave energy flux matrix, or a wave statistics diagram,
displays the distribution of significant wave height and peak period of given area’s sea state,
and is displayed as a percent or in units of kW/m. Power absorption largely depends on the
device’s physical size, PTO tuning and the sea states it is deployed into (Babarit et al. 2012),
(Contardo et al. 2018). Understanding these sea states is especially critical to the WEC’s
performance because wave type, direction, spread, and variability all play into extraction
efficiency and power production (Kerbiriou et al. 2007, Saulnier et al. 2011, De Andrés
et al. 2015). Subsequently, the degree to which a WEC affects a wavefield is proportional to
both its size and efficiency in energy extraction.

The majority of wave energy studies to date have been building and improving fast
numerical models, though computational fluid dynamics (CFD) simulations are run if greater
detail is required. A comprehensive review of modeling techniques and studies are provided in
Wolgamot and Fitzgerald 2015 and Windt, Davidson, and Ringwood 2018. Lab experiments in
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Figure 9. (a.) An example wave energy flux matrix [kW/m] and (b.) power matrix [kW] for a
moored point absorber (Babarit et al. 2012).

wave tanks step up from models to prototypes and utilize scaled devices based on Froude
number and contain some sort of PTO emulation (e.g. Stratigaki et al. 2014, Bosma et al. 2015,
Bosma et al. 2020, Giassi et al. 2020). The effects of energy extraction on a wavefield has only
been studied in­situ by Contardo et al. 2018 at the time of writing.

Several studies have investigated the effects of energy extraction on the surrounding
wavefield. To date, most have been numerical, and have shown that the greatest reduction in
wave height occurs in a spread behind the WEC or WEC farm, where reduction decreases with
distance as the wavefield recovers. In one SNL­SWAN modeling study, 2 kW to 225
kW­capable WEC farms reduced waves heights from 2% ­ 25% in the immediate vicinity behind
the farms (Chang et al. 2016). In Stratigaki et al. 2014, a prototype WEC farm is shown to
reduce wave heights at a greater spatial scale under short­crested wave conditions than in
long­crested waves, with up to 18% reduction of wave height in both cases. The effects of
energy extraction on a wavefield have only been studied in­situ by Contardo et al. 2018 at the
time of writing. In this study, Nortek AWAC ADCPs are used to measure the difference in wave
height and spectra of incoming and outgoing waves from a trio of submerged, moored
point­absorbers, each with a capacity of 240 kW. They found that wave heights decreased
“downwave” if that particular wave frequency was harvested by the device, at reduction rates of
20%, 12%, and 9% at locations 40, 80, and 100 m downwave (not directly in line). Outside the
lee of the WECs, effects weren’t measurable by an ADCP at 90 m distance. The downwave
measurements were ground­truthed against a single ADCP “upwave” of the WECs. Wave
height differences were not solely due to natural variation, though the WECs under study had
an effect on par with natural landforms in the same area. They do make the assumption that
the upwave AWAC is unaffected by the array.

While the primary destruction of wave height occurs behind WECs, incoming waves face
out­of­phase waves radiated from the devices due to energy extraction (Babarit 2013, Yu and Li
2013). These radiated waves become important in designing WEC farms for optimum power
harvesting Stratigaki et al. 2014, and are apparent in CFD simulations, as can be seen in Yu
and Li 2013 for a floating two­body point absorber and in Cheng et al. 2021 for an oscillating
wave surge converter.

4.3.2 Point Absorber Wave Measurements

Point absorber­type wave energy converters, like those shown in Figure 11, are the most likely
candidates for power wave measurements given their surface­following characteristics. The two
main types of point­absorbers in consideration are moored and two­body designs. Neither
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Figure 10. From Contardo et al. 2018: (a.) wave diagram, with contours showing power in
[kW/m] (b.) Difference in vertical wave spectra between “upwave” and four different
“downwave” locations due to WEC energy extraction (solid: instrument data,
dashed: model predictions)

design responds to waves with energy periods below their natural frequency, each extracts the
most energy when at resonance, and the moored type extracts more energy above its resonant
frequency than the two­body floating design (Babarit et al. 2012, De Andrés et al. 2015). The
former is a good wave follower in heave above its natural frequency, whereas the latter’s heave
response changes with wave period and based on the PTO tuning (Yu and Li 2013). The
2­body system is a good wave follower in energy periods “sufficiently longer” than the resonant
period, though there is a phase difference that increases when the wave energy period
approaches the device’s resonant period. At resonance, there exists a maximum phase
difference between the float and heave plate in the 2­body system, which then decreases with
increasing wave period. As the PTO damping is increased (i.e. tuned to extract more energy
from incoming waves), the relative motion between the two bodies decreases, which in turn
increases the magnitude of heave response. Yu and Li 2013 also note that viscous drag was
the primary damping force on the heave plate.

Figure 11. Point­absorber WECs currently deployed and/or in development, from left to right:
Ocean Power Technologies’ PowerBuoy3, Fred Olson Lifesaver, and Columbia
Power Technologies’ SeaRAY

Following the sum of the forces used for WEC analysis (Babarit et al. 2012), (So
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et al. 2017),
mẌ = Fext + Frad + FPTO + Fv + FB, (24)

a single wave­measuring/extracting system’s motion is defined based on the system’s wave
excitation Fext and radiation Frad (wave­following ability), PTO response FPTO, viscous
damping due to taut mooring lines or heave plate hydrodynamics Fv, and gravity­buoyancy
restoration forces FB. The difference between this equation of motion for a floating WEC and a
wave buoy is the addition of the PTO response (FPTO) and viscous damping (Fv) terms.
Viscous damping is typically neglected for wave buoys since damping from whitecapping and
other sources is difficult to quantify.

According to linear wave theory, if a floating body is a perfect wave follower, the wave
diffraction and radiation forces on and from that floating body cancel each other out. This isn’t
necessarily true when nonlinear hydrodynamics are in play, inducing viscous losses, though
both WECs and wave buoys contend with this real­world issue. The PTO is capable of altering
the buoy’s response based on its control characteristics/tuning and efficiency.

When considering wave measurement instrumentation directly mounted to a wave energy
converter, a point absorber’s PTO response is the largest road block to accurate wave­following
aside from buoy hull design. Because they are typically designed to resonate at a natural
frequency corresponding to a particular wave period, point absorbers naturally have a lower
(damped) response at other frequencies. Both a change in amplitude and a phase difference
then exist between wave and device motion, and this response behavior induces hydrodynamic
viscous losses. (Wolgamot and Fitzgerald 2015). Because it is a mechanical system, viscous
losses from friction and other inefficiencies reduce the PTO response and hence the devices
wave­following ability.

The addition of a heave plate creates another source of damping in vertical wave­following
ability (Yu and Li 2013). If the WEC is located in deep water, horizontal motion could be used to
calculate the vertical motion and circumvent this problem, as in Equation 7 (Herbers
et al. 2012), and similar to Thomson et al. 2018. Part of Thomson et al. 2018 studied the
wave­measuring ability of a Wave Glider, an autonomous surface vehicle. Wave Gliders are
cabled to an finned undersea module for locomotion ­ wave motion passively angles the
module’s fins, which create motion forward and dampens motion backwards. A heave plate
would effectively damp motion in all directions, to varying degree. They then analyze and utilize
a number of methods to correct the Wave Glider data, and observe a worse­case uncertainty in
significant wave height of +/­5% (about 30 cm), an energy­weighted wave period error of +/­
5%, and bias (RMS) errors up to 34 degrees in wave direction.

Horizontal motion will be damped by taut mooring lines and/or a 2­body point­absorber’s
heave plate, as mentioned above. Traditional wave buoys are moored to the seafloor, but allow
slack for a drift circle of a specified radius (O 10­100 m). Motion limitation beyond the drift circle
can show up in the wave data, usually as a “bump” in the spectral data at 30­35 s periods.

4.4 Discussion and Recommendations

In this chapter, we have reviewed how measurements are made from wave buoys and how
they may be impacted by wave energy extraction. From this information, we can draw several
conclusions about wave­powered wave measurements:

• WECs decrease wave heights of waves whose energy periods lie within the devices’ response
frequency range downwave of the devices. The efficiency of energy extraction depends on
how well the WEC is tuned to the sea state it’s deployed in, found by comparing the power
matrix of a device to the total power contained in a wavefield.
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• To power independent wave­measuring instruments using WEC­generated energy, the main
concern is deployment location. If the sea states and their variability are known, it appears to
be as simple as locating the instruments in the area upwave of the WEC(s), though it should
be far enough that the waves radiated from the device damp out. In the wavefield behind
the buoy, downwave effects are apparent in a spread in lee of the device up to a certain
distance. The more energy a device extracts, the stronger this downwave “wake”.

• Measuring waves from a single point­absorber platform (either moored or floating 2­body) is
more difficult. In both cases, it is not possible to measure waves with frequencies higher than
that of the device’s designed natural frequency.
– A moored point­absorber follows heave well in waves with frequencies below its natural

frequency, though is most likely limited in measuring horizontal displacements because
of the required taut mooring line. It is unknown how well it can measure wave slopes.

– A floating 2­body point­absorber doesn’t particularly follow waves, but it rather reacts to
them, which can result in motion greater or less than the original forcing wave. These
devices do become wave followers in longer wave periods, when the relative motion be­
tween the 2 bodies approaches zero. Both the float–wave interaction and PTO–heave
plate reaction alter the device’s heave­following ability and the magnitude of heave re­
sponse. Due to hydrodynamic drag, the heave plate resists all motion, though it could
be possible to use device’s horizontal displacements to correct vertical, after heave­plate
resistance is corrected for.
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